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0 Introduction

The Riemann zeta-function is defined by the sum and product

ζ(s) =
∑
n≥1

1

ns
=
∏
p

1

1− p−s
(s ∈ C)

which converge for Re(s) > 1.
The expression as a product, where p runs over the rational prime numbers, is generally
attributed to Euler, and is therefore known as Euler product formula with terms the Euler
factors. Formally the last equation is easily achieved by the unique decomposition of natural
numbers as a product of prime numbers and by the geometric series expansion

1

1− p−s
=

∞∑
m=0

p−ms .

The – to this day unproved – Riemann hypothesis states that all non-trivial zeros of ζ(s)
should lie on the line Re(s) = 1

2
. This is more generally conjectured for the Dedekind zeta

functions

ζK(s) =
∑
a⊂OK

1

Nas
=
∏
p

1

1−Np−s
.

Here K is a number field, i.e., a finite extension of Q, a runs through the ideals ̸= 0 of the
ring OK of the integers of K, p runs through the prime ideals ̸= 0, and Na = |OK/a|, where
|M | denotes the cardinality numbers of a finite set M .

Artin examined the analogue for global function fields. Let Fq be a finite field with q elements,
q a power of a prime p

Q corresponds to Fq(t) (the rational function field),

Z corresponds to Fq[t] (the polynomial ring in a variable),

and on considers the analogous functions:∑
a⊂Fq [t]

1

Nas
=
∏
p

1

1−Np−s
,

where again a and p runs through the non-trivial ideals and the prime ideals of Fq[t] re-
spectively, and where Na = |Fq[t]/a|. Similarly one can examine global function fields K,
i.e., finite extensions to Fq(t). However the ring Fq[t] is no longer defined by the field Fq(t),
as it was for Z in Q; one could also consider Fq[1t ] ⊆ Fq(t). This is even more the case
for the general fields K, because these no longer contain Fq(t) canonically. It is better and
more canonical to consider the uniquely determined smooth projective curve X over Fq with
function field K and to define

ζK(s) = ζ(X, s) =
∏
x∈X0

1

1− (Nx)−s
=
∏
x∈X0

1

1− q−deg(x)s
.

Here X0 denotes the set of the closed points of X, and for x ∈ X0 Nx = |k(x)| is the
(finite) cardinality of the residue field k(x) of x. With deg(x) = [k(x) : Fq] we apparently
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have Nx = qdeg(x), and therefore the last equality. These points here are meant in a scheme-
theoretic sense: Observe that for an affine open part U = SpecR ⊂ X the points x ∈ U
correspond to the prime ideals p of R, and that k(x) is the quotient field of R/p. The finite
points x correspond to the maximal ideals; for these one has Nx = |R/p|, and one obtains
a similar setting as above.

By the last formula one has ζ(X, s) = Z(X, q−s), where

Z(X,T ) =
∏
x∈X0

1

1− T deg(x)
∈ Z[[T ]] .

From this one obtains the equality of formal power series

logZ(X,T ) =
∑
x∈X
− log(1− T deg(x)) =

∑
x∈X

∞∑
n=1

Tdeg(x)·n

n

=
∞∑
m=1

(
∑

deg(x)|m
deg(x))T

m

m
=

∞∑
m=1

|X(Fqm)|T
m

m
,

where X(Fqm) is the set of the Fqm-rational points of X over Fq: In fact for every x ∈ X0 with
deg(x)|m there exist exactly as many Fqm-rational points, as there exist Fq-linear embeddings
κ(x) ↪→ Fqm , and their quantity is deg(x).

We consider an example. The smooth projective curve with function field Fq(t) is P1
Fq
, the

one-dimensional projective space over Fq. Geometrically, i.e., scheme theoretically we have
P1
Fq

= U1 ∪ U2, with U1 = SpecFq[t] = A1
Fq

(the one-dimensional affine space over Fq)
and U2 = SpecFq[t−1] (the affine space with the coordinate t−1). Then we have U1 ∩ U2 =
SpecFq[t, t−1] and U1 \ U2 = point t = 0 and U2 \ U1 = point t−1 = 0 (“t = ∞′′). Since
A1

Fq
(Fqm) = HomFq(SpecFqm ,A1

Fq
) = HomFq(Fq[t],Fqm) ∼= Fqm (the last bijection sends a

ring homomorphism φ to φ(t)), one obtains

|P1
Fq
(Fqm)| = qm + 1 .

This also follows from the known description of points

P1
Fq
(Fqm) = ((Fqm)2 \ {0})/F×qm

= {[a0 : a1]|ai ∈ Fqm , not both zero}
= {[1 : a1]|a1 ∈ Fqm} ∪ {[0 : 1]} .

By choosing the coordinate t = a1
a0
, the first set of the union is of course U1(Fqm), and [0 : 1]

is the point “t =∞′′. With this we now calculate

Z(P1
Fq
, t) = exp(

∞∑
m=1

(1 + qm)T
m

m
)

= exp(
∞∑
m=1

Tm

m
) · exp(

∞∑
m=1

(qT )m

m
)) = 1

(1− T )(1− qT ) .

In particular, this is a rational function!

More generally one can show the following result which goes back to E. Artin and F.K.
Schmidt: for a smooth projective (geometrically irreducible) curve X of genus g over Fq one
has:

Z(X,T ) =
P (T )

(1− T )(1− qT )
,
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where P (T ) is a polynomial of degree 2g in Z[T ], with constant coefficient 1. Furthermore
Hasse (for g = 1, as well as for elliptic curves) and Weil (for arbitrary g) proved that the
zeros of P (q−s) lie on the line Re(s) = 1

2
. Applied to ζ(X, s) = Z(X, q−s) this proves the

analogoue (conjectured by Artin) of the Riemann hypothesis in the case of function fields.

We change the interpretation. Write

P (T ) =

2g∏
i=1

(1− αiT ), withαi ∈ Q ⊂ C ,

where Q denotes the algebraic closure of Q in C. For a complex number s we obviously have
P (q−s) = 0 if and only if there is an i with αi · q−s = 1. In this case we furthermore have

Re(s) =
1

2
⇐⇒| αi |= q

1
2 .

A. Weil now observed, that the definition of the zeta-function makes sense for arbitrary
varieties over Fq, and after calculation of these in several non-trivial cases ([Weil]) stated the
following conjectures.

Weil-conjecture (proved by Deligne in 1973): Let X be a geometric irreducible smooth
projective variety Fq. Define

Z(X,T ) = exp(
∞∑
n=1

|X(Fqn)|
T n

n
) ∈ Q[[T ]] .

Then the following holds

I: Z(X,T ) is rational, i.e., in Q(T ).

(In particular, this implies the existence of a meromorphic continuation of the zeta-function
ζ(X, s) = Z(X, q−s), for which the series initially only converges for Re(s) >> 0).

II: One has a functional equation

Z(X,
1

qdT
) = ±q

dE
2 TEZ(X,T ) ,

where d = dimX is the dimension of X and E = (∆ · ∆) is the selfintersection number of
the diagonal ∆ on X ×X.

For the zeta-function in s this means

ζ(X, d− s) = ±qE( d
2
−s)ζ(X, s) .

For a curve of genus g it is easily shown that E = 2− 2g, and one obtains the classical type
of functional equation, which relates s and 1− s).
III: One has

Z(X,T ) =
P1(T )P3(T ) . . . P2d−1(T )

P0(T )P2(T ) . . . P2d(T )
,

where P0(T ) = 1−T, P2d(T ) = 1−qdT , and generally Pi(X) ∈ Z[T ] with constant coefficient
1. Moreover one has

Pi(T ) =

bi∏
j=1

(1− α(i)
j T ) in C[T ] ,
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with
| α(i)

j |= q
i
2 for all j

This is the most difficult part - the analogue of the Riemann hypothesis for arbitrary dimen-
sions.

IV: If X is obtained by reduction mod p (i.e., mod p for a prime ideal p|p) of a variety
over a number field K ⊆ C, then bi = degPi is equal to the i-th Bettinumber of X(C) (the
dimension of the i-th singular homology group of X(C)).

We add two remarks. Property III implies that there is no cancellation between the Pi(T ),
so they are determined by Z(X,T ). In IV arithmetic properties are linked with topological
invariants in an interesting way. For example, if X is a curve of genus g over Q, then X(C)
is a Riemannian surface with “g handles”, and therefore b0 = 1 = b2, b1 = 2g (this coincides
with the results of Hasse and Weil). The number of handles thus has consequences for the
number of points mod p.

Indeed, for his conjectures Weil was guided strongly by topological considerations. In parti-
cular he noticed, that a big part of the conjecture (namely I, II and IV) would follow from
the existence of a “good” cohomology theory, which suffices the usual topological formalism,
such as the Lefschetz-fixpoint-formula, Poincaré-duality and so on. Such a cohomology theo-
ry was then discovered by M. Artin and A. Grothendieck with the étale cohomology, and
this forms the basis for Deligne’s proof, which we will study below.

We start with a couple of comments about the applications. The Weil-conjectures (i.e. De-
ligne’s theorems) found many, totally different applications and are a central tool for many
results in modern arithmetic geometry. Here we only sketch three applications that are very
elementary and quite typical.

Application 1: (Weil) Is X a geometric irreducible smooth (projective) curve of genus g
over Fq, then

|X(Fqn)| ≤ qn + 1 + 2g(
√
q)n .

Proof: By comparing coefficients of the power series for logZ(X,T ) with the terms above,
one gets

|X(Fqn)| = 1 + qn −
2g∑
j=1

αnj ≤ 1 + qn + 2g(
√
q)n .

Generalizations for higher dimensional varieties are left to the reader, compare also [ De 1]
8.1.

Application 2: (Hasse, Weil) For the Kloostermann-sum

K(p, a) :=
∑
x∈F×p

e
2πi
p

(x+ a
x
) ∈ C (p prim, a ∈ Z)

one has the bound
|K(p, a)| ≤ 2 · √p .

This follows by examination of the curve

T p − T = x+
a

x
.
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More generally one gets estimates of the type

|
∑

x1,...,xn∈Fq

Ψ(Q(x1, . . . , xn))| ≤ (d− 1)nq
n
2 ,

where Q is a polynomial of degree d in n variables and Ψ : Fq → C× is an additive character,
see [De1] and [Ka1].

Application 3: (Deligne) The Ramanujan-conjecture: Let

∆ = q

∞∏
n=1

(1− qn)24 =
∞∑
n=1

τ(n)qn

be the Ramanujan-∆-function. Then one has

(∗) τ(n) = O(n
11
2
+ϵ) for all ϵ > 0 .

First a few words on the history. The following estimates were obtained before Deligne - all
by analytical methods:

Ramanujan (1916) O(n7)
Hardy/Littlewood (1918) O(n6)

Kloostermann (1927) O(n
47
8
+ϵ)

Davenport/Salié (1933) O(n
35
6
+ϵ)

Rankin (1939) O(n
29
5
+ϵ)

For clarification: the last fractions are 6− 1
8
, 6− 1

6
and 6− 1

5
; the conjecture requires 6− 1

2
.

More precisely Ramanujan conjectured ([Ra]):

(A) τ is multiplicative, i.e., for (n, n′) = 1 one has τ(nn′) = τ(n)τ(n′).

(B) | τ(n) |≤ n
11
2 · d(n) , where d(n) is the sum of the divisors of n.

(C) For the associated Dirichlet series there is a product expansion of the form

∞∑
n=1

τ(n)

ns
=
∏
p

1

1− τ(p)p−s + p11−2s
.

Further he noticed:

(i) (C) implies (A) (generally the coefficients of a Dirichelet series
∑
ann

−s are multiplicative,
if they have an Euler product expansion).

(ii) (B) implies the conjecture (∗) above, by the known estimates for d(n).

(iii) If (C) is known, it suffices to show (B) for prime numbers, i.e., to show that for prime
numbers p one has

(B’) | τ(p) |≤ 2 · p 11
2 ,

because the Euler product also produces a recursion formula for τ(pm).

(iv) Property (B’) is equivalent to the fact that the zeros of the polynomial 1 − τ(p)T +
p11T 2 are complex conjugates (the discriminant of the corresponding monic polynomial is
p−22(τ(p)2 − 4p11)).
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It is remarkable to see that Ramanujan, who is known to many for his work in analytic num-
ber theory, here reduces everything to purely algebraic questions. Moreover, the conjecture
was indeed proved according to the observations (i), (ii), (iii) and (iv):

If one writes
1− τ(p)T + p11T 2 = (1− α1T )(1− α2T ) ,

then the zeros are complex conjugates, if their reciprocals α1 and α2 are. Since α1 ·α2 = p11,
this holds if and only if

| α1 |=| α2 |= p
11
2 .

This was proved by Deligne, and (C) was already shown by Mordell in 1917.

By the way, the function ∆ interested Ramanujan, since it is the q-expansion of an especially
important modular form, and he formed similar conjectures for certain families of these.
These conjectures follow from Deligne’s results as well, because he proved more generally
the Petersson-conjecture, which we will formulate briefly here, without going into the theory
of the modula forms. Hecke showed in 1936, that for a normed cusp formula of weight k for
SL2(Z) with q-expansion

f(z) =
∞∑
n=1

anq
n (q = e2πiz) ,

the associated Dirichlet series has a product development of the form∑
n=1

an
ns

=
∏
p

1

1− app−s + pk−1 − p−2s
,

if and only if f is an eigenform for all Hecke operators (s.[Se 1]). In this case Petersson
conjectured in 1939 [Pet], that

an = O(n
k−1
2

+ϵ) for all ϵ > 0 .

As above it suffices to show: If one writes

1− apT + pk−1T 2 = (1− α1T )(1− α2T )

then
| α1 |=| α2 |= p

k−1
2 .

After preliminary work of Eichler, Ihara and Shimura, in 1969 Deligne [De1] reduced this
statement to the Weil conjecture, by showing that the polynomial above divides the polyno-
mial Pk−1(T ) for a smooth projective variety X over Fp - for ∆ one has k = 12. For higher
forms see [De 1]and [De 2].
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1 Rationality of the zeta function

The rationality of the zeta functions was proved by p-adic methods by B. Dwork in 1960.
In 1964, A. Grothendieck gave another proof, based on the étale cohomology developed by
himself and M. Artin, which also gives the functional equation.

Theorem 1.1 (Grothendieck) LetX be a geometrically irreducible smooth projective variety
of dimension d over Fq.
(a) For any prime ℓ ̸= p = char(Fq) one has

Z(X,T ) =
P1(T ) · P3(T ) . . . P2d−1(T )

P0(T )P2(T ) . . . Psd(T )
,

where P0(T ) = 1− T, P2d(T ) = 1− qdT and generally

Pi(T ) = det(1− F ∗T | H i(X,Qℓ)) ,

where X = X ×Fq Fq for an algebraic closure Fq of Fq, H i(X,Qℓ) denotes the i-th ℓ-adic
cohomology and F ∗ is the endomorphism which is induced on it by the q-linear Frobenius
endomorphism F : X → X.

(b) In particular Z(X,T ) is rational, i.e., in Q(T ).

(c) One has the functional equation

Z(
1

qdT
) = ±q

dE
2 TEZ(T ) ,

with the Euler-Poincaré-characteristic

E = χ(X,Qℓ) :=
2d∑
i=0

(−1) dimQℓ
H i(X,Qℓ) .

This is also the self intersection number (∆.∆) of the diagonal X
∆
↪→ X ×X .

Notation: Z/m or Z/mZ also denotes the constant sheaf with this value on a scheme S with
respect to the étale topology. For an étale sheaf F on S, let H i(S, F ) be the i-th cohomology
(i ≥ 0). Then by definition one has

H i(S,Zℓ) = lim←
n

H i(S,Z/ℓn) ,

H i(S,Qℓ) = H i(S,Zℓ)⊗Zℓ
Qℓ .

Note that H i(S,Z/ℓn) is a Z/ℓn-module, and so H i(S,Zℓ) is a module over the ring Zℓ =
lim
←,n

Z/ℓn of ℓ-adic integers and H i(S,Qℓ) is a vector space over the quotient field Qℓ of ℓ-adic

numbers.

We need the following facts about ℓ-adic cohomology, where A = Z/m, Zℓ or Qℓ.

COH 1: Functoriality: A morphism f : S → S ′ induces an A-module homomorphism

f ∗ : H i(S ′, A)→ H i(S,A) .
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For g : S ′ → S ′′ one has (gf)∗ = f ∗g∗. The absolute Galois group Gal(ks/k) acts continously
on H i(X×kks , A) for a scheme X over a field k with separable closure ks: For σ ∈ Gal(ks/k)
take the action induced by id× Spec(σ) : X ×k ks → X ×k ks.

COH 2: Cupproduct: There are A-bilinear pairings

H i(S,A)×Hj(S,A)→ H i+j(S,A) , (x, y) 7→ x · y .

These are graded commutative (y · x = (−1)ijx · y) and (in an obvious sense) associative.

COH 3: Künneth formula: If X and Y are smooth and proper over a separably closed field
L, and if ℓ ̸= char (L), then one obtains isomorphisms

⊕
i+j=k

H i(X,Qℓ)⊗Hj(Y,Qℓ)→ Hk(X ×L Y,Qℓ)

x⊗ y 7→ p∗1x · p∗2y ,

where p1 : X × Y → X and p2 : X × Y → Y are the projections.

COH 4: Poincaré duality: If X is smooth, proper and purely d-dimensional over a field k,
and if X = X×kks for a separable closure ks of k, then there is a canonical Galois-equivariant
Z/ℓn-homomorphism for ℓ ̸= char(k)

tr : H2d(X,Z/ℓn)(d)→ Z/ℓn ,

and the pairing

H i(X,Z/ℓn)(j)×H2d−i(X,Z/ℓn)(d− j)→ H2d(X,Z/ℓn)(d) tr→ Z/ℓn

is a perfect duality. Here M(m) denotes the m-th Tate twist of a Z/ℓn−Gal(ks/k)-module:
M(m) =M ⊗ Z/ℓn(m), with

Z/ℓn(m) =

{
µ⊗mℓn m ≥ 0
(µ⊗−mℓn )∨ m ≤ 0 .

Here µℓn is the Galois module of the ℓn-th root of unity in k×s , and M
∨ = Hom(M,Z/ℓn) is

the Z/ℓn-dual of a Z/ℓn-Gal(ks/k)-module M .

COH 5: Finiteness: If X is proper over a separably closed field L, then H i(X,A) is a finitely
generated A-module for all i ≥ 0, A = Z/ℓn, Zℓ or Qℓ, ℓ ̸= char(L).

COH 6: Frobenius endomorphisms: LetX be of a finite type over Fq. The Fq-linear Frobenius-
endomorphism

F : X → X

is defined as the identity on the topological space X and the q-th power map on the structure
sheaf. If φ ∈ Gal(Fq/Fq) is the arithmetic Frobenius:

φ(α) = αq for α ∈ Fq ,

and F ∗ is the map induced by F × id : X = X ×Fq Fq → X ×Fq Fq on the cohomology, then
is

F ∗ = φ−1 on H i(X,A) .
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Proof of Theorem 1.1:

(a) ⇒ (b):

Lemma 1.2 (Bourbaki Algèbre IV 3, Exercise 3) Let u(T ) =
∞∑
n=0

an T
n be a formal power

series over a field K. Then u(T ) lies in K(T ) (i.e., is the Taylor expansion of a rational
function), if and only if there is an N > 0 that the Hankel-determinants

det(ai+j+M)0≤i,j≤N
= det


aM aM+1 . . . aM+N

aM+1 aM+2
...

aM+N . . . aM+2N


vanish for all M >> 0.

From (a) we first obtain that Z(X,T ) lies in Qℓ(T ). Thus the Hankel-determinants of the
coefficients vanish as in Lemma 1.2. But the coefficients already lie in Q, and with the same
criterion Z(X,T ) then lies in Q(T ) (this proof shows: Q[[T ]] ∩Qℓ(T ) = Q(T ) ) .

Remark 1.3 This proof does not show that the above Pi(T ) lie in Q[T ].

(a) =⇒ (c): According to Poincaré-duality COH 4 and finiteness COH 5 one has an isomor-
phism of Galois modules

H i(X,Qℓ)
∨ = H2d−i(X,Qℓ)(d)

(Notation: M∨ = HomQℓ
(M,Qℓ) for a Qℓ-vector space M , M(m) = M ⊗Zℓ

Zℓ(m) for a Zℓ-
Galois module M , where Zℓ(m) = lim

←,n
Z/ℓn(m)). Since the arithmetic Frobenius φ operates

on Qℓ(m) by multiplication with qm, we have

det(1− F 1
qdT
| H i)

= (qdT )−bidet(F | H i) · (−1)bidet(d− F−1qdT | H i)
= (qdT )−bidet(F | H i) · (−1)bidet(1− FT | H2d−i),

where H i = H i(X,Qℓ) and bi = dimQℓ
H i. If α1,...,αbi are the eigenvalues of F on H i, then

qdα−11 , . . . , qdα−1bi are the eigenvalues on H2d−i by Poincaré-duality. Thus one has

det(F | H i) · det(F | H2d−i) = qbi·d for i ̸= d .

Finally consider i = d. Let N+ (resp. N−) be the numbers of eigenvalues of F on Hd equal

to q
d
2 (resp. −q d

2 ). The remaining eigenvalues form pairs β ̸= qdβ−1, so that bd − N+ − N−
is even.

Therefore we have

det(F,Hd) = qd(bd−N+−N−)/2qN++N−)d/d(−1)N−
= qdbd/2(−1)N− ,

where one should note that dbd is always even, since the Poincaré pairing alternating on Hd

for odd d. This implies

Z(X, 1
qdT

) =
∏2d

i=0 det(1− F
1
ddT
| H i)(−1)

i+1

= (qdT )χ q
−χd
2 (−1)N+

∏2d
i=0 det(1− FT | H2d−i)(−1)

i+1

= (−1)N+q
χd
2 T χZ(X,T ),
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where χ =
∑2d

i=0(−1)ibi is the Euler-Poincaré-characteristic.

For the interpretation of χ as an intersection number, we need the following result.

Theorem 1.4 (Lefschetz formula, first version) Write (α · β) for the image of α ⊗ β under
the Poincaré-pairing for X ×X

H2d−r(X ×X)(d)×H2d−r(X ×X)(d)→ H4d(X ×X)(2d)
tr→ Qℓ ,

where we write H i(−) for H i(−,Qℓ). Then one has

(α · tβ) =
2d∑
i=0

(−1)i tr(β ◦ α | H i(X)) ,

where β 7→ tβ is the transposition, which is induced by the changing of the factors of X×X,
and on the right side β and α are interpreted as endomorphisms of the cohomology, by the
isomorphisms

H2d+r(X ×X)(d)

∼=
2d
⊕
i=0

H2d−i(X)(d)⊗H i+r(X) (Künneth formula)

∼=
2d
⊕
i=0

H i(X)∨ ⊗H i+r(X) (Poincaré duality)

∼=
2d
⊕
i=0

Hom(H i(X), H i+r(X)) (linear algebra) .

Proof Without restriction, let α ∈ H2d−i(X)(d) ⊗ Hj(X) and β ∈ H2d−j(X)(d) ⊗ H i(X),
for instance α =

∑
ℓ

a′ℓ ⊗ bℓ and β =
∑
ℓ

cℓ ⊗ aℓ with (a′ℓ · am) = δℓm. Then one has

(α · tβ) =
∑
ℓ

(bℓ · cℓ) · aℓ +
∑
ℓ′ ̸=ℓ

(bℓ · cℓ′)aℓ′ ,

thus Tr(β ◦ α | H i(X)) = (−1)i
∑
ℓ

(bℓ · cℓ) = (−1)i(α · tβ) .

Therefore we now only need

COH 7: Cycle map: There are homomorphisms

cl : CHj(X) −→ H2j(X,Qℓ)(j)

where CHj(X) is the group of algebraic cycles of codimension j on X modulo rational
equivalence, such that the intersection product (x · y) corresponds with the intersection
number (cl(x) · cl(y)).

For the diagonal ∆ ⊆ X ×X, which induces the identity on H∗(X), we then obtain

(∆ ·∆) =
2d∑
i=0

(−1)i tr(id | H i(X)) = χ(X,Qℓ) .

12



With the same methods we now obtain two proofs of 1.1 (a):

First proof of 1.1 (a): Via the intersection theory of algebraic cycles one shows

|X(Fqn)| = (F n ·∆) ,

where F n also stands for the graph of F n in X × X. Together with the Lefschetz-formula
1.4 above we obtain

Theorem 1.5 (Lefschetz-formula, second version)

(1.5.1) |X(Fqn)| =
2d∑
i=0

(−1)i tr(F n | H i(X,Qℓ)) .

Furthermore one has the well-known formula

(1.5.2) exp(
∞∑
n=1

tr(αn | V )
T n

n
) = det(1− αT | V )−1

for an endomorphism α on a vector space V over a field L of the characteristic 0 (by conside-
ring the eigenvalues of α one only needs to prove the formula for a number α in an algebraic

closure L, so the proposition follows by the equality
∞∑
n=1

αn T
n

n
= −log(1−αT )). Now 1.1(a)

obviously follows from (1.5.1) and (1.5.2).

Second proof of 1.1 (a): One proves Theorem 1.5 by purely cohomological methods.
Indeed, one obtains the more general fact

COH 8 = Theorem 1.6 (Lefschetz-formula, third version) Let X be a seperated scheme
of finite type over Fq and let F be a constructible Qℓ-sheaf on X. Then one has

∑
x∈XFn

tr(F n
x ,Fx) =

2 dim(X)∑
i=0

(−1)itr(F n | H i
c(X,F)) .

In particular, for F = Qℓ we get

|X(Fqn)| = |X
Fn

| =
2 dim(X)∑
i=0

(−1)itr(F n | H i
c(X,Qℓ)) ,

and thus by the formula (1.5.2) above

Z(X,T ) = exp

(
∞∑
n=1

| X(Fqn) |
T n

n

)
= exp

(
∞∑
n=1

2dimX∑
i=1

(−1)itr(F n | H i
c(X,F ))

)

=

2 dim(X)∏
i=0

det(1− FT | H i
c(X,Qℓ))

(−1)i+1

.

The notations are explained in the next chapters.
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2 Constructible sheaves

In the following, let all sheaves be sheaves for the étale cohomology.

Reminder 2.1 (compare [Mi]; esp. I §5 and V §1) Let Z be a scheme.

(a) A geometric point of Z is a morphism x→ Z, where x = Spec(Ω) for a separably closed
field Ω. Equivalent is the specification of a point x ∈ Z (the image of x), and an embedding
of the residue field k(x) into Ω.

(b) An étale neighborhood of x is a commutative diagram

U

��

x

>>}}}}}}}}

  A
AA

AA
AA

A

Z ,

where U → Z is étale. The étale neighborhoods of x form a projective system, where those
neighborhoods form a cofinal system, for which U is affine, connected, with U → Z of finite
type.

(c) The strict henselization of Z in x is defined as

OZ,x = lim
−→

Γ(U,OU) ,

where U runs over the étale neighborhoods of x. Then OZ,x is a strictly henselian ring, i.e.,
local, henselian, with a separably closed residue field.

(d) If F is an étale sheaf on Z, then the stalk of F in x is defined as

Fx = lim
−→
F(U) ,

where U runs over the étale neighborhoods of x (In particular, OZ,x is the stalk of the ring
sheaf Ga in x).

(e) Let Z be connected and x a geometric point of Z. Define the functor

ϕ = ϕx :

(
finite étale morphisms

Z ′ → Z

)
→ (finite sets)

Z ′ 7→ HomZ(x, Z
′) .

and the profinite group

π1(Z, x) = Aut(ϕ) = lim
←−

AutZ(Z
′) ,

where the limit runs over the finite étale morphisms Z ′ → Z, i.e., over the finite étale
Z-schemes Z ′. Then the induced functor

ϕ :

(
finite étale
Z-schemes

)
−→

(
finite discrete
π1(Z, x)-sets

)
14



is an equivalence of categories. For a profinite group G a finite discrete G-set is a finite set
M with an operation of G such that the stabilizer of any element m ∈M is open in G.

Definition 2.2 A sheaf F on Z is called locally constant, if there is an étale covering
(Ui → Z) such that F | Ui is constant for all i.

Remark 2.3 If F in addition is a sheaf of groups and has finite stalks and Z is quasi-
compact, one can deduce from the descent theory that F is given by a finite étale group
scheme H over Z (i.e., F is isomorphic to the functor U 7→ HomZ(U,H)). Conversely, if H
is a finite étale group scheme, then the sheaf F represented by H is locally constant with
finite stalks:

Without restriction Z is connected. Then H is connected, because H → Z is closed (as
a finite morphism) and open (as an étale morphism of finite type). Let x be a geometric
point of Z. Then H corresponds to a connected finite π1(Z, x)-set M = π1(Z, x)/U , where
U ⊆ π1(Z, x) is an open subgroup. There is an open normal subgroup N ⊆ π1(Z, x) with
N ⊆ U , which corresponds to an étale cover

H ′ → H → Z .

If y is a geometric point ofH ′ over x, then π1(H
′, y) ∼= N , and the restriction ofM ′ = π1(H, x)

to π1(H
′, x) is trivial. This shows that the pullback H ′ ×Z H ′ → H ′ of the cover H ′ → Z is

trivial, as well as the pullback H ×Z H ′ → H ′. So the restriction of HomZ(−, H) to H ′ is
constant.

According to the Yoneda-Lemma one obtains an equivalence of categories(
finite étale (commmutative)

group schemes over Z

)
←→

(
locally constant (abelian) sheaves

with finite stalks on Z

)
H 7→ HomZ(−, H)

We now calculate the stalk of F = HomZ(−, H) at a geometric point x = Spec(Ω): One has

Fx = lim
−→

HomZ(U,H)
(1)−→
∼
HomZ(Spec(OZ,x), H)

= HomSpec(OZ,x)
(Spec(OZ,x), H ×Z Spec(OZ,x)

(2)−→
∼

HomSpec(k(x))(Spec(k(x)), H ×Z Spec(k(x)))

= HomZ(Spec(k(x)), H)
(3)−→
∼
HomZ(x,H) = ϕx(H) .

Here the limit without restrictions runs over affine étale neighborhoods of x, hence (1) is
a bijection ([Mi] II 3.3), k(x) is the residue field of the henselian ring OZ,x, hence (2) is
a bijection ([Mi] I 4.4), and (3) is a bijection, because for a point y ∈ H over the image
point x of x the residue extension k(y)/k(x) is separable and hence Homk(x)(k(y), k(x)) =
Homk(x)(k(y),Ω) for the separably closed fields k(x) and Ω.

Together with the equivalence of categories in 2.1 (e) we get an equivalence of categories for
connected, quasi-compact Z with a geometric point x:(

locally constant abelian sheaves
on Z with finite stalks

)
←→

(
finite discrete

π1(Z, x)-modules

)
F 7→ Fx .
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There is another characterization of locally constant sheafs.

Definition 2.4 (a) A geometric point x of a scheme Z is called specialization of another
geometric point y of Z, if there is a ring homomorphism over Z

φ : OZ,x → OZ,y

between the strict henselizations. We then call φ (or Spec(φ)) a specialization morphism.

(b) If F is an étale sheaf on Z, one obtains a an associated specialization morphism

φ∗ : Fx −→ Fy

as follows. Since Spec(OZ,x) = lim
←−
U

U , where U runs over the étale neighborhoods of x, φ

corresponds to an element of

lim
←−
U

HomZ(Spec(OZ,y), U) .

Let U be of a finite type over Z without restriction. Since we also have Spec(OZ,y) = lim
←−
V

V ,

where V runs over the étale neighborhoods of y, which can be assumed to be affine without
restriction, one has

HomZ(Spec(OZ,y), U) = lim
−→
V

HomZ(V, U)

(compare [Mi] II 3.3). Therefore φ corresponds to an element in

lim
←−
U

lim
−→
V

HomZ(V, U) ,

hence a morphism between pro-objects (V )→ (U). This then induces a homomorphism

Fx = lim
−→
F(U) −→ lim

−→
F(V ) = Fy .

Remark 2.5 (a) By using pullbacks of sheaves in the commutative diagram

f = Spec(φ) : Spec(OZ,y) //

π′
%%JJ

JJJ
JJ

JJJ
Spec(OZ,x)

π
yyttt

ttt
ttt

t

Z

one also obtains φ∗ = f ∗ as the following composition:

Fx = (π∗F)x
(1)
= (π∗F)(OZ,x)

f∗→ (π′∗F)(OZ,y)
(2)
= (π′∗F)y = Fy ,

where the isomorphism (1) follows from the fact, that x has only trivial étale neighborhoods
for the strict henselian ring OZ,x, by the same argument this holds for (2) and y. The middle
arrow is induced by the (adjunction) map

π∗F → f∗f
∗π∗F = f∗π

′∗F .
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(b) If F is a constant sheaf, with stalk A, then obviously φ∗ is an isomorphism, because all
U and V above can be chosen as connected; then all groups are equal to A and the maps
are identities.

(c) Finally we remark that x is a specialization of y, if the image point x ∈ Z is a speciali-
zation of the image point y of y, i.e., is contained in {y}. In fact, then y is contained in the
image of U for every étale neighborhood U of x, so that the set HomZ(y, U) is non-empty
and finite. Furthermore this set coincides with HomZ(Spec OZ,y, U), and the projective limit

HomZ(Spec OZ,y, Spec OZ,x) = lim
←−
U

HomZ(Spec OZ,y, U)

of finite sets in non-empty.

Lemma 2.6 Let Z be a locally noetherian scheme. Then an étale sheaf F on Z with finite
stalks is locally constant if and only if all specialization morphisms are bijective.

Proof One direction follows from 2.5 (b). Conversely let all specialization morphisms be
isomorphisms. The question is local, so we can assume that Z is noetherian. Let x be a
geometric point of Z, and let A = Fx. Then

A =
r
⊕
i=1

Z/miZ · ti

with t1, . . . , tr ∈ A and m1, . . . ,mr ∈ N.

There are an étale neighborhood U of x and sections s1, . . . , sr ∈ F(U), which are mapped
to ts, . . . , tr. Further we can assume (by passing to a ‘smaller’ étale neighborhood), that si
is annihilated by mi. We obtain a morphism of étale sheaves

ψU : G =

(
r
⊕
i=1

Z/miZti
)
U

→ F|U ,

which maps the basis element ti to si. Here G is the sheaf on U associated to A. φU induces
an isomorphism of the stalks

ψx : Gx
∼→ Fx .

Let Z1, . . . , Zk be the irreducible components of Z which contain the image point x of x, let
Zk+1, . . . , Zm be the the remaining components and let V ⊆ U be an open subset, that is
generated by removal of the inverse images of Zk+1, . . . , Zm. If then η1, . . . , ηk are geometric
points of V over the generic points η1, . . . , ηk of Z1, . . . , Zk, we obtain commutative diagrams

Gηi
ψηi // Fηi

Gx
ψx

∼
//

≀
OO

Fx ,

≀
OO

where we have vertical isomorphisms by specialization transformations (for G by 2.5 (b), and
for F by assumption). Therefore the ψηi are isomorphisms. If y is now a any geometric point
of V , also regarded as a geometric point of Z, then y is a specialization of (at least) one ηi,
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and we obtain a commutative diagram

Gηi
ψηi

∼
// Fηi

Gy
ψy //

≀
OO

Fy .

≀
OO

Therefore ψy is an isomorphism and, since y was arbitrary, ψ : G|V → F|V is an isomorphism.

Definition 2.7 A sheaf F on Z is called constructible, if any closed subscheme Y ⊂ Z
contains an open, non-empty subscheme U ⊂ Y such that F|U is locally constant with finite
stalks.

Remark 2.8 If Z is noetherian, it is equivalent that there is a stratification Z =
·
∪Zi by

finite number of locally closed subschemes Zi, such that F |Zi
is locally constant with finite

stalks for all i.

Examples 2.9 (a) Let ℓ be prime and µℓn = ker(Gm
ℓn−→ Gm), i.e., the étale sheaf on Z

with
µℓn(U) = {α ∈ Γ(U,O) | αℓn = 1}

for U étale over Z. Then µℓn is represented by

µℓn,Z = Spec(Z[T ]/(T ℓn − 1))×Spec(Z) Z ,

since one has

HomZ(U, µℓn,Z) = Hom(U, Spec(Z[T ]/(T ℓn − 1)))

= HomRinge(Z[T ]/(T ℓ
n − 1),Γ(U,O)) ∼−→ µℓn(U) ,

where the last image represents a ring homomorphism φ on the element φ(T ). If ℓ is invertible,
then µℓn,Z is finite and étale over Z: Since these properties are respected by base change, it
suffices to show that

µℓn,Z[ 1
ℓ
] = Spec(Z[

1

ℓ
][T ]/(T ℓ

n − 1))

is finite and étale over Z[1
ℓ
] (Note that Z → Spec(Z) factors through SpecZ[1

ℓ
] by assump-

tion). The finiteness is obvious, and µℓn is étale, since the ideal generated by T ℓ
n − 1 and

its derivative ℓnT ℓ
n−1 contains 1 if ℓ is invertible (compare the criterion [Mi] I 3.4). If ℓ is

invertible, then µℓn is a local constant sheaf with finite stalks. If x = Spec(Ω) is a geometric
point of x, then the stalk is calculated as follows:

(µℓn)x = lim
−→

µℓn(U) = µℓn(OZ,x)−→∼ µℓn(k(x)) = µℓn(Ω) .

Here U runs over the étale neighborhoods of x, k(x) is the residue field of OZ,x, and the next
to last arrow is an isomorphisms by Hensel’s lemma.

(b) If j : U ↪→ Z is an open immersion and F is a constructible sheaf on U , then j!F , the
extension by zero, is constructible on Z. If F is locally constant, then j!F is not in general
locally constant again, e.g., not if Z is connected and ∅ ̸= U ̸= Z.
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Lemma 2.10 If
f : F −→ F ′

is a morphism of constructible sheaves on any scheme Z, then ker f , im f and coker f are
constructible.

Proof It suffices to prove the analogous proposition, where “constructible” is replaced by
“constant with finite stalks”. Then the claim is clear.

Lemma 2.11 Let Z be locally noetherian.

(a) Quotients and subsheaves of constructible sheaves are constructible again.

(b) Extensions of constructible sheafs are constructible again, i.e., if

0→ F ′ → F → F ′′ → 0

is an exact sequence of sheaves, with F ′ and F ′′ constructible, then F is constructible as
well.

(c) Tensor products of constructible sheaves are constructible again.

(d) If Z is noetherian, then the following properties are equivalent for a sheaf F on Z:

(i) F is constructible.

(ii) F is a noetherian torsion sheaf (i.e., a noetherian object in the category of torsion
sheaves).

(iii) There is an m ∈ N and j : U → Z étale of finite type such that F is a quotient of
j!(Z/m). Here j! : Sh(Uét) → Sh(Zét) is the left adjoint functor to j∗ : Sh(Zét) → Sh(Uét),
where Sh(Xét) denotes the category of étale sheaves on X (see [Mi] II Remark 3.18).

Proof We first show (d).

(i) ⇒ (ii): Without restriction Z is irreducible. Let U ⊂ Z be open, non-empty, such that F
is locally constant on U , and let η be a geometric point over a generic point η of U . According
to 2.6, for all geometric points x the specialization morphisms

Fx −→ Fη

are isomorphisms. Let now F1 ⊆ F2 ⊆ F3 ⊆ . . . be an ascending chain of subsheaves. We
have to show that the sequence becomes constant. Since Fη is finite, the sequence of Fi,η
becomes constant, thus is constant without restriction. The specialization morphisms

Fi,x −→ Fi,η

are injective by the diagram
Fi,x //

� _

��

Fi,η� _
∼=
��

Fx ∼ // Fη .

Let s1, . . . , sr be generators of F1,η, and let V be an étale neighborhood of η so that s1, . . . , sr
come from sections in F1(V ). Then for x over V the maps of stalks F1,x −→ Fi,x are bijective,
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by the commutative diagram

F1(V ) // //

##G
GG

GG
GG

GG
F1,η

∼ // Fi,η

F1,x

?�

OO

// Fi,x .
?�

OO

Hence the sequence of the Fi is constant on the open image V ′ of V in Z. By noetherian
induction one now can show that the sequence becomes constant on the closed complement
Z − V ′, and thereby the claim.

(ii) ⇒ (iii): If j : U → Z is étale, j! is left adjoint to j
∗; in particular one has

HomZ(j!(Z/m),F) = HomU(Z/m, j∗F) = mF(U) ,
where mA = {a ∈ A | ma = 0} for a abelian group A. If x is a geometric point of Z
and f ∈ Fx, one hence obtains m ∈ N and U as above, such that f lies in the image of a
morphism j!Z/m→ F (This means that the sheaves j!Z/m are a family of generators in the
category of torsion sheaves). If now F is noetherian, then there are finitely many U1, . . . , Ur
and m1, . . . ,mr and a surjective morphism

r
⊕
i=1

(ji)!Z/mi � F .

The claim now follows with U =
⨿
Ui and m = LCM(mi).

(iii) =⇒ (i) Choose a surjection
φ : j!Z/m� F .

Since j!Z/m is obviously constructible, hence noetherian, by the same arguments as above
we get an epimorphism

j′!Z/m� kerφ

for an étale morphism of finite type j′ : U ′ → Z. By the claim shown at the beginning of the
proof F is constructible, as cokernel of a morphism

j′!Z/m→ j!Z/m .

From this we easily obtain (a): The claim on quotients follows at once with the criterion (c)
(iii); hence the subsheaf F ′ of a constructible sheaf can be constructed as the kernel of the
morphism of constructible sheafs F � F/F ′.
(b): It suffices to show the corresponding proposition for locally constant sheaves. Let

0→ F ′ → F → F ′′ → 0

be an exact sequence of sheaves. If F ′ and F ′′ have finite stalks, this obviously holds for F . Let
F ′ and F ′′ be locally constant. If x and y are geometric points of Z, and if φ : OZ,x → OZ,y
is a specialization morphism, we obtain a commutative diagram with exact lines

0 // F ′x //

φ∗

��

Fx //

φ∗

��

F ′′x //

φ∗

��

0

0 // F ′y // Fy // F ′′y // 0 .

If the vertical specialization morphisms φ∗ are isomorphisms for F ′ and F ′′, then this holds
for F as well by the five lemma. Thus the claim follows with Lemma 2.6.

(c): It suffices to show this for locally constant and then for constant sheaves, and the
proposition follows.
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3 Constructible Zℓ-sheaves

Definition 3.1 (see SGA 5 VI) (a) A Zℓ-sheaf F on a scheme Z is a projective system

. . .→ Fn+1 → Fn → . . .→ F1

of sheaves on Z such that the following holds:

(i) Fn is annihilated by ℓn and hence is a Z/ℓn-sheaf,

(ii) Fn+1/ℓ
nFn+1

∼−→Fn is an isomorphism. Below we write F = (Fn).

(b) Morphisms of Zℓ-sheaves are morphisms of projective systems, therefore commutative
diagrams

. . . // Fn+1
//

��

Fn //

��

. . . // F1

��
. . . // Gn+1

// Gn // . . . // G1
(Because of (a) (ii) we have:

Hom((Fn), (Gn)) = lim
←−
n

Hom(Fn,Gn) ,

where the transition maps are given by

Hom(Fn+1,Gn+1) −→ Hom(Fn+1,Gn)
∼−→
(ii)

Hom(Fn,Gn)) .

(c) As objects,Qℓ-sheaves are the same as Zℓ-sheaves, only the sets of morphisms are tensored
by Qℓ.

(d) (naive definition) The cohomology of a Zℓ-sheaf F = (Fn) is defined as

H i(Z,F) = lim
←−
n

H i(X,Fn) .

The stalk at a geometric point x of Z is defined as

Fx = lim
←−
n

(Fn)x .

For Qℓ-sheaves one tensorizes these groups with Qℓ over Zℓ.

(e) A Zℓ- or Qℓ-sheaf F is called twisted constant, if the components Fn are locally con-
stant sheaves. F is called constructible, if the components are constructible. Constructible
twisted constant sheaves are also called smooth.

(f) The tensor product of two Zℓ- (or Qℓ-)sheaves F and G is defined by F ⊗G = (Fn⊗Gn),
with the tensor product of the transition maps. The dual is defined by F∨ = (F∨n ), with the
Z/ℓn-dual F∨n = Hom(Fn,Z/ℓn). Here Hom is the sheaf-Hom, and the transition maps are
formed similarly as in (b).

(g) A sequence
0→ F ′ → F → F ′′ → 0
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of Zℓ-sheaves (resp. Qℓ-sheaves) is exact, if the associated sequence of stalks is exact for all
geometric points x of Z.

Example 3.2 For ℓ invertible on Z and m ∈ Z set Zℓ := (Z/ℓn(m)) with the obvious
transition maps, where

Z/ℓn(m) =

{
µ⊗mℓn m ≥ 0,

(µ
⊗|m|
ℓn )∨ m < 0

.

Then Zℓ = Zℓ(0) is constant and Zℓ(m) is a smooth Zℓ-sheaf for all m ∈ Z by example 2.9
(a). Obviously we have Zℓ(m)∨ = Zℓ(−m) and Zℓ(m)⊗ Zℓ(n) = Zℓ(m+ n).

Proposition 3.3 Let Z be locally noetherian.

(a) A Zℓ-sheaf F on Z is constructible if and only if F1 is constructible.

(b) A Zℓ-sheaf F on Z is constructible if and only if for every closed subscheme Y ⊂ Z there
is an open non-zero subscheme U ⊂ Y such that F |U is smooth.

(c) If Z is noetherian and connected, and x → X is a geometric point, then there is an
equivalence of categories

(smooth Zℓ-sheaves on Z) ↔
(

finitely generated Zℓ-modules
with continuous operation of π1(Z, x)

)
F 7→ Fx .

The same holds, if Zℓ is replaced by Qℓ.

Proof (a): The condition is local, so Z is noetherian without restriction. Let F1 be construc-
tible. We show by induction over n, that all Fn are constructible. If this is already proved
for n, consider the exact sequences

(3.3.1) 0→ ℓnFn+1 → Fn+1 → Fn+1/ℓ
nFn+1

∼= Fn → 0

(3.3.2) F1
∼= Fn+1/ℓ Fn+1

ℓn−→ ℓnFn+1 → 0 ,

where the first isomorphism in (3.3.2) follows by iteration from 3.1 (ii):

Fn+1/ℓFn+1
∼→ Fn/ℓFn

∼→ . . .
∼→ F2/ℓF2

∼→ F1 .

Then Lemma 2.10 implies that ℓnFn+1 and Fn+1 are constructible.

(b): For a Zℓ-sheaf F on Z let

grrF := Ker(Fr −→ Fr−1) = ℓr−1Fr

for r ∈ N (where F0 := 0). Then
grF := ⊕

r≥1
grrF

is a graded Fℓ[T ]-module as follows: define

T s : grrF −→ grr+sF
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as the composition of the morphisms

ℓr−1Fr ∼= ℓr−1(Fr+s/ℓrFr+s)
·ℓs−→ ℓr+s−1Fr+s ,

and extend the operation to an Fℓ-linear operation of Fℓ[T ]. (Explanation: if F really came
from an object with Zℓ-operation, then we had Fr = F/ℓrF , and the usual operation of
gr Zp = ⊕

r≥0
ℓrZp/ℓr+1Zp ∼= Fℓ[T ] on gr F = ⊕

r≥0
ℓrF/ℓr+1F). The surjections constructed in

the proof of (a) F1 −→ grpF define a surjection of graded Fℓ[T ]-sheaves

φ : Fℓ[T ]⊗F1 � gr F .

Now we apply the well-known

Hilbert-Lemma 3.4 If F1 is a noetherian sheaf, then Fℓ[T ]⊗F1 is noetherian as a graded
Fℓ[T ]-sheaf (this is more generally true for an object in an abelian category).

The proof of this claim is easily obtained by examination of a double filtration in F1, compare
SGA 5 V 5.1.4.

As in the proof of Lemma 2.10 (c), one obtains a surjection of graded Fℓ[T ]-sheaves

Fℓ[T ]⊗ G � Ker φ ,

with a constructible, graduated sheaf G on Z. Then grF is the cokern of

Fℓ[T ]⊗ G −→ Fq[T ]⊗F1 .

As F1 and G are constructible, it follows that grF is constructible, in the sense that there
exists an open U in Y for every closed Y in Z, so that grF restricted to U is locally constant,
i.e., this holds true for all grpF . Since locally constant sheaves are closed under extensions
(see the proof of Lemma 2.10 (b)), the claim follows: all Fn are locally constant on U .

The conclusion (c) of Proposition 3.3 is clear; one notes that one has the following equivalence
of categories: finitely generated

Zℓ-modules with
continuous operation of π1(Z, x)

 ↔

 ℓ-adic projective
systems of finite

discrete π1(Z, x)-modules


M 7→ (M/ℓnM)

lim
←−,n

(Mn) ←p (Mn) .

Here an ℓ-adic projective system in an abelian category is a projective system

· · · → An+1 → An → · · · → A1

with (i) ℓnAn = 0 and (ii) An+1/ℓ
nAn+1

∼−→ An . Finally, from the category and the left hand
side one obtains the category of the Qℓ-representations of π1(Z, x) of the left category, i.e.,
the finite dimensional Qℓ-vector space with continuous operation of π1(Z, x), if one tensors
the sets of homomorphisms over Zℓ with Qℓ.
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4 Cohomology with compact support

We record further definitions and properties of étale cohomology, which we need for under-
standing the Lefschetz formula COH 8/Theorem 1.6.

COH 9 Cohomology with compact support: Let X be separated of finite type over a field
k. By Nagata, there is an open immersion µ : X ↪→ X1 into a proper k-scheme X1, and for
a torsion sheaf F on X one defines the cohomology with compact support by

H i
c(X,F) := H i(X1, µ!F) ,

where µ!F is the extension by zero of F to X1: µ!F is associated to the presheaf µP! F :

µP! F(V ) =

{
F(V ) V → X1 factorizes over X,
0 otherwise .

Lemma 4.1 (a) H i
c(X,F) does not depend on the choice of the “compactification” µ : X ↪→

X1.

(b) F 7→ H i
c(X,F) is an exact δ-functor.

(c) If i : Z ↪→ X is closed with open complement j : U ↪→ X, one has a long exact sequence

. . .→ H i−1
c (Z,F)→ H i

c(U,F)→ H i
c(X,F)→ H i

c(Z,F)→ H i+1
c (U,F)→ . . . ,

where the restrictions j∗F , i∗F are again denoted by F .

To prove (a), one needs

COH 10 Proper base change: Let f : X → Y be proper.

(a) If F is constructible on X, then Rif∗F is constructible for all i ≥ 0.

(b) For a cartesian diagram

X ′
g′ //

f ′

��

X

f
��

Y ′ g
// Y

and a torsion sheaf F on X, the base change morphism

g∗Rif∗F −→ Rif ′∗g
′∗F

is an isomorphism for all i ≥ 0.

Remarks 4.2 (a) The complicated part is (a); part (b) follows easily, compare [Mi] VI §2.

(b) For i = 0 the base change morphism is defined as follows: since g∗ is left adjoint to g∗ it
suffices to define a morphism

f∗F −→ g∗f
′
∗g
′∗F = f∗g

′
∗g
′∗F ;
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and we define it by applying f∗ to the adjunction morphism

F −→ g′∗g
′∗F .

For i ≥ 0 one obtains the morphism by considering an injective resolution of F .
(c) Let X be a quasi-compact scheme, let k be a field with separable closure ks and let
f : X → Spec(k) be a morphism. If F is a sheaf on X and x denotes the geometric point
Spec(ks)→ Spec(k), one has a canonical isomorphism

(Rif∗F)x ∼= H i(X ×k ks, x∗F) ,

where x also stands for the base change X ×k ks → X of x. Since Rif∗F is the associated
sheaf to the presheaf (g : U → Spec(k)) 7−→ H i(X ×k U, g∗F), and this presheaf has the
same stalks, the claim follows from the compatibility of cohomology with limits (compare
[Mi]III 1.16), namely from the equalities

lim
−→
K

H i(X ×k K,h∗KF) = H i(X ×k ks, x∗F) ,

where hK : Spec(K)→ Spec(k) runs through the connected étale neighborhoods of x, hence
the finite separable extensions K of k inside ks.

In particular, it follows from COH 10 (a) that for proper f and constructible F on X the
group H i(X ×k ks, x∗F) is finite. As a special case, viz k = ks,F = Z/ℓn, we obtain COH 5.

(d) If f : X → Y is proper, y → Y is a geometric point, and if

Xy
π′ //

f ′

��

X

f

��
y

π // Y

is a cartesian diagram, then it follows from (c) and COH 10 (b) that for torsion sheaves F
on X there are canonical isomorphisms

(Rif∗F)y ∼= H i(Xy, (π
′)∗F) ,

since the left hand side is isomorphic to (π∗Rif∗F)y and the right hand side is isomorphic
to (Rif ′∗π

′∗F)y.

Proof of 4.1: We only prove (a); (b) and (c) follow easily from the exactness of µ!, see [Mi]
III 1.29.

Let ν : X ↪→ X2 be another compactification of X. By considering the closure of X in
X1 × X2, one can assume without restriction that there is a morphism g : X1 → X2 with
gµ = ν. Then the claim follows from the Leray-spectral sequence for µ!F ,

Ep,q
2 = Hp(X2, g∗µ!F)⇒ Hp+q(X1, µ!F) ,

if one shows

Rqg∗µ!F =

{
ν!F q = 0,
0 q > 0

.
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It suffices to show this on the stalks in a geometric point x of X2 (for q = 0 note that g∗µ!F
and ν!F are subsheaves of g∗µ∗F = ν∗F). But by proper base change (see 4.2 (d)) we get

(Rqg∗µ!F)x = Hq(X1,x, µ!F|X1,x) =

{
Fx q = 0 and x ∈ X ,
0 otherwise ,

since µ!F|X1,x = 0, if the image x of x in X2 is not in X, and since X1,x consists only of the
x, if x is in X.

Everything carries over to Zℓ- and Qℓ-sheaves. In particular, for a proper scheme X1 of finite
type over a separably closed field L and a constructible Zℓ-(resp. Qℓ-)sheaf F on X, the
cohomology Hq(X1,F) is a finitely generated Zℓ-(resp. Qℓ-)module. If j : X ↪→ X1 is an
open immersion and F a (constructible) Zℓ-(resp. Qℓ)-sheaf onX, then this also holds for j!F
on X1. It follows that H

q
c (X,F) = Hq(X1, j!F) is a finitely generated Zℓ-(bzw. Qℓ-)module.
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5 The Frobenius-endomorphism

To explain the last notations of 1.6, we need to consider the following functoriality.

For every morphism f : X ′ → X of schemes, one has a homomorphism

(5.1.1) H i(X,F) −→ H i(X, f ∗F) ,

defined by the composition

H i(X,F) α−→ H i(X, f∗f
∗F) β−→ H i(X ′, f ∗F) ,

where α is induced by the adjunction morphism F → f∗f
∗F and β is the edge morphism

for the Leray-spectral sequence

Ep,q
2 = Hp(X,Rqf∗G)⇒ Hp+q(X ′,G) ,

for G = f ∗F . Alternatively,

β : H0(X, f∗G) = H0(X ′×XX,G)
∼→ H0(X ′,G)

is defined by the canonical identification X ′×X X = X ′ and extended to higher cohomology
groups by looking at injective resolutions of G and f∗G.

By the commutative diagram

(5.1.2) X ′

id

��

g

$$H
HH

HH
HH

HH f

&&
X ′×XX //

pr1
��

X

id
��

X ′
f // X ,

one can identify X ′×XX with X ′ by the morphisms pr1 and g (which are inverse to each
other).

Now we consider the case that X is a scheme over Fq, F is a (usual or Zℓ- or Qℓ-) sheaf on
X, and f = F : X → X is the q-Frobenius.

Lemma 5.1 There is a canonical isomorphism

F ∗/X : F ∼−→ F∗F .

Proof: Let U be étale over X, then the commutative diagram

U
F //

��

U

��
X F // X
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induces a morphism of X-schemes

FU/X : U −→ XF×XU .

Since U → X and therefore XF×XU → X are étale, FU/X is étale ([Mi] I 3.6), and since F
is entire and radicial, one can easily see that FU/X is a isomorphism (compare SGA 5 XV).
We obtain an isomorphism

F ∗U/X : (F)(U) = F(XF×XU)
∼−→ F(U) ,

which is functorial in U , and therefore the wanted isomorphism.

By adjunction, (F ∗/X)
−1 gives a morphism

F ∗ : F ∗F −→ F .

Lemma 5.2 The induced homomorphism in the cohomology

H i(X,F) −→ H i(X,F ∗F) F ∗−→ H i(X,F)

is the identity.

Proof For i = 0, we obtain this as follows. Let

Ad : F → F∗F
∗F and ad : F ∗F∗F → F

be the adjunction morphisms. By definition, F ∗ is given by the composition

F ∗F
F ∗((F ∗/x)

−1)
// F ∗F : ∗F ad // F .

The claim now follows from the commutative diagram

H0(X,F) Ad //

(F ∗
/x

)−1 (1)
��

H0(X,F∗F
∗F)

F∗F ∗(F ∗/x)
−1 (2)

��

β

∼
// H0(X,F ∗F)

F ∗(F ∗
/x

)−1

��
H0(X,F∗F)

AdF∗ //

(3)
RRR

RRR
RRR

RRR
R

RRR
RRR

RRR
RRR

R
H0(X,F∗F

∗F∗F)

F∗ad (4)
��

β

∼
// H0(X,F ∗F∗F)

ad
��

H0(X,F∗F)
β

∼
// H0(X,F) .

Here (1) and (4) are commutative, since Ad and ad are natural transformations, (3) is
commutative by definition of the adjunction morphisms, and (2) is commutative, since β is
functorial. Finally, (F ∗/X)

−1 and β are inverse to each other as noted in (5.1.2).

For i > 0 the claim follows by considering injective resolutions, since the functorial isomor-
phism F ∼= F∗F also shows that F∗ is exact.

Let X = X ×Fq Fq, and let π : X → X be the projection. Then we have a commutative
diagram

X
F×id //

π
��

X

π
��

X
F // X
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and an induced homomorphism

(F × id)∗π∗F = π∗F ∗F π∗(F ∗)−→ π∗F .
We obtain a homomorphism in the cohomology by composition

F = F ∗ : H i(X, π∗F)→ H i(X, (F × id)∗π∗F)→ H i(X, π∗F) .

Remark 5.3 This can be extended to the cohomology with compact support for a separated
Fq-scheme of finite type, since F is finite and thus induces a map

H i
c(X, π

∗F) −→ H i
c(X, (F × id)∗π∗F) ,

since for a compactification µ : X ↪→ X1, we have µ!F∗ = F∗µ!. This gives the Frobenius-
endomorphism in 1.6.

On the other hand, let σ : SpecFq → SpecFq be the q-Frobenius (i.e., the arithmetic
Frobenius). Then we have the commutative diagram

X
id×σ //

π   @
@@

@@
@@

@ X

π~~~~
~~
~~
~~

X

and hence an equality (id× σ)∗π∗F = π∗F . With this we get an induced map

σ : H i(X, π∗F) −→ H i(X, (id× σ)∗F) = H i(X, π∗F) ,
which gives an operation of the Galois group.

Obviously, Fr × σ = (Fr × id)◦(id× σ) = (id× σ)◦(Fr × id) is the q-Frobenius of X. Now
Lemma 5.2 implies:

Theorem 5.4 We have F = σ−1.

In particular, this implies COH 6. First of all, there are canonical bijections

Finally we explain the Frobenius-operation on stalks. Initially we need canonical bijections

(5.5.1) X0
∼−→X(Fq) = HomFq

(Spec Fq, X)
∼−→HomFq(Spec Fq, X) = X(Fq) ,

(where X0 denotes the set of the closed points of X), which are defined as follows: If x ∈ X0,
then the composition

px : Spec k(x)
ix−→X p−→ Spec(Fq)

is necessarily an isomorphism, and we assign to x the morphism ϱx = ixp
−1
x . The second

map in (5.5.1) is obtained by composing with the projection π : X → X. The commutative
diagram

Spec(k(x)) //

��

X

F×id

��

##G
GG

GG
GG

GG

Spec(Fq)

Spec(k((F × id)x)) // X

;;wwwwwwwwww
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shows that the operation of F × id on X corresponds to the operation of F × id on X(Fq)
(operation by composition). Under the second bijection this corresponds to the Frobenius
operation on X(F q), which, because of the commutative diagram

SpecFq
f //

F
��

X

F

��
SpecFq

f // X

can be defined by composing f by F from the left or the right.

In particular, by considering the powers of F , we obtain:

Lemma 5.5 There is a bijection of the fixed modules

X
(Fn×id) ∼−→ X(Fqn) .

Now let F be a sheaf on X. For every x ∈ X0, regarded as geometric point of X, the
morphism

F ∗ : F ∗F −→ F

induces a homomorphism of stalks

Fx = F ∗x : FFx ∼= (F ∗F)x −→ Fx .

For any n ∈ N with x ∈ X(Fn×id)
= X(F q)

Fn
one then obtains a endomorphism by iteration

F n
x : Fx = FFnx −→ Fx .

If x is the image of x in X, one can choose n = deg(x) = [k(x) : Fq] and let

Fx = F
deg(x)
x : Fx −→ Fx .

Up to isomorphism, the pair (Fx,Fx) is independent of the choice of (the deg(x) many) x
over x, and thus the term

det(1− FxT | Fx)

is well defined, i.e., only depends on x; in particular, this holds for

tr(Fx | Fx) .

Remarks 5.6 (a) The action on the stalks can also be described by the action of F × id on
X = X ×Fq Fq: In fact, Fx can be identified with the homomorphism

Fx = (F × id)∗x : (π∗F)(F×id)x = ((F × id)∗π∗F)x −→ (π∗F)x ,

which is induced by the homomorphism (F × id)∗ : (F × id)∗π∗F −→ π∗F in the geometric
point x of X (by the canonical isomorphism (π∗F)x = Fx, where x denotes ρx on the left
and πx := πρx on the right). This reduces everything to objects (sheaves, endomorphisms
etc.), which are explained for X/F q.
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(b) On the other hand, in the situation above, where everything originates from X/Fq, the
operation on the stalks can also be explained by Galois theory. For this note that the Galois
group Gal(Fq/k(x)) always operates on the stalk Fx in the geometric point x of X (x is the
image of x in X). If φx : a 7→ aq·deg(x) is the arithmetic Frobenius of Fq over k(x), then we
have

Fx = φ−1x on Fx .

To see this, one notes that one has to show this only for deg(x) = 1 (by base change to
k(x) = Fqdeg(x)), since F deg(x) is the qdeg(x)-Frobenius.

Then Fx identifies with the Galois module H0(Fq, π∗xF) = H0(Spec(k(x)) ×Fq
Fq, π∗(i∗xF))

(where ix : Spec(k(x)) → X, π : Spec(k(x)) ×Fq Fq → Spec(k(x)) are the canonical mor-
phisms), and the claim follows from Theorem 5.4 for X = Spec(k(x)) and the sheaf i∗xF .
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6 Deligne’s theorem: Formulation and first reductions

Together with Grothendieck’s formula one obviously obtains the Weil conjectures I - III from
the following result.

Theorem 6.1 (Deligne) Let X be a smooth projective variety over Fq. For every i ≥ 0, the
characteristic polynomial

det(1− FT | H i(X,Qℓ)) (ℓ ̸= p)

has integral coefficients, which are independent of ℓ. If we write

det(1− FT | H i(X,Qℓ)) =
∏
α

(1− αT ) withα ∈ Q ⊂ C ,

then we have
| α |= q

i
2 for all α .

Note: the α are exactly the eigenvalues of F on H i(X,Qℓ).

Reduction 1 It suffices to show:

W(X,i): For every i ≥ 0 and every ℓ ̸= p, the eigenvalues of F on H i(X,Qℓ) are algebraic
numbers, whose complex conjugates α all have the absolute value

| α |= q
i
2 .

Proof Let ℓ be fixed, let Pi(T ) = det(1− FT | H i(X,Qℓ)) and let Mi be the set of zeros of
Pi(T ). Let

P (T ) =
∏

i uneven

Pi(T ) ,

Q(T ) =
∏
i even

Pi(T ) ,

so that

Z(X,T ) =
P (T )

Q(T )
.

Let K be a Galois number field which contains all zeros. Then the last equation can be
regarded as equation in K[[T ]], and the Galois group Gal(K/Q) operates on this ring by
operating on the coefficient of the power series. For σ ∈ Gal(K/Q), σZ(X,T ) = Z(X,T ),
since Z(X,T ) ∈ Z[[T ]]. On the other side , by W (X, i) for all i, the polynomial σPi(T ) is
prime to Pj(T ) for j ̸= i, since σ(Mi) is disjoint toMj for i ̸= j. Since all Pi(T ) have constant
coefficient 1, we have σPi(T ) = Pi(T ), therefore Pi(T ) ∈ Q[T ], since this holds for all σ. The
following lemma shows that P and Q even lie in Z[T ].

Lemma 6.2 Let P,Q ∈ Q[T ] be prime to each other with constant coefficient 1 and P/Q =
Z ∈ Z[[T ]]. Then we have P,Q ∈ Z[T ].

Proof Let p be a prime number and let λ ∈ Qp be a zero of Q(T ). We claim that λ−1 is
p-integral. If this is not the case, then λ is p-integral, thus | λ |p< 1 for the p-adic absolute
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value of Qp, normalized by | p |p= 1
p
. Since Z has integral coefficients, Z(x) converges for all

x ∈ Qp with | x |p< 1, and we get

P (λ) = Q(λ) · Z(λ) = 0 ,

in contradiction to the claim that P and Q are prime to each other. Since this holds for all
p, the inverse zeros of Q(T ) are integral. Since Q has a constant coefficient 1, the rational
coefficients are whole. Therefore we have P (T ) = Q(T ) · Z(T ) ∈ Z[T ].

Furthermore we note that the Pi(T ) have integral coefficients, since they have constant
coefficient 1 and their reciprocal zeros are integral as reciprocal zeros of P or Q (one can
use the lemma of Gauss as well). We get the independence of ℓ of the coefficients as follows:
The reciprocal zeroes of Pi(T ) are the reciprocal zeroes of P (T ) or Q(T ), whose complex

conjugates all have the value q
i
2 . Since the zeroes of P (T ) and Q(T ) are determined by

Z(X,T ), the description is independent of ℓ.

Remark 6.3 (a) The proof above comes from [Fr-K] (see p. 258). It gives the rationality
of Z(X,T ) independently, without using the Hankel-determinants, as did Deligne ([D1] p.
276). Lemma 6.2 seems to be the lemma of Fatou that is cited by Deligne.

(b) Deligne proved generally ([D2]3.3.4) that, for a separated scheme X of finite type over
Fq, the Frobenius eigenvalues on H i

c(X,Qℓ) are algebraic numbers for every i ≥ 0 and
ℓ ̸= p = char(Fq). It is still unknown if these numbers are independent of ℓ (̸= p); one does
not even know if dimQℓ

H i
c(X,Qℓ) is independent of ℓ.

Reduction 2 It suffices to show W (X, i) after passing to a finite extension Fqn of Fq. More
precisely: W (X, i) ⇔ W (X ×Fq Fqn , i), since under base change to Fqn , the eigenvalues α
turn to αn and q turns to qn.

Reduction 3 It suffices to consider a geometrically irreducible X over any Fq. This follows
from reduction 2 and the following obvious fact: If X = ⨿Xj, then we have W (X, i) ⇔
W (Xj, i) for all j.

Below, let X be geometrically irreducible of dimension d.

Reduction 4 It suffices to show W (X, i) for i ≤ d. In fact, by Poincaré duality we have
W (X, i)⇔W (X, d− i): if {α} are the eigenvalues of F on H i(X,Qℓ), then {qdα−1} are the
eigenvalues on H2d−i(X,Qℓ).

Reduction 5 It suffices to show W (X, d) (for all X as above). In fact, we have

COH 11 Weak Lefschetz: If X is smooth projective of the dimension d and Y ⊆ X is a
smooth hyperplane section, then the restriction map

H i(X,Qℓ) −→ H i(Y ,Qℓ)

is bijective for 0 ≤ i ≤ d− 2 and injective for i = d− 1.

The reduction follows by induction over the dimension of X: If, in the situation of COH 11,
one knows W (Y, i) for all i ≤ dim(Y ) = d − 1, then, by injection, we also get W (X, i) for
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all i ≤ d − 1. Note: by Bertini, there is always a smooth hyperplane section of X, which is
defined over a finite extension of Fq.

Before we continue with the reductions, we show how to derive COH 11 from the following
fundamental properties of the étale cohomology.

COH 12 Weak Lefschetz (second version): If X is affine and of finite type over a separably
closed field L, then for the cohomological dimension cd(X) of X we have

cd(X) = dim(X) ,

i.e., for all étale torsion sheaves F on X, H i(X,F) = 0 for i > dim(X) (see for example [Mi]
VI 7.2).

COH 13 Poincaré duality (second version): Let X be a smooth separated scheme of pure
dimension d over a field k with separable ending ks, and let ℓ be prime to the characteristic
of k.

(a) There are canonical Galois equivalent homomorphisms (where X = X ×k ks)

tr : H2d
c (X,Z/ℓn)(d) −→ Z/ℓn ,

which are compatible with the projections Z/ℓn+1 −→ Z/ℓn.

(b) If F is a constructible locally constant Z/ℓn-sheaf on X, then the composition of the
cupproduct and tr

H i
c(X,F)×H2d−i(X,F∨)(d) −→ H2d(X,Z/ℓn)(d) tr−→ Z/ℓn

is a perfect duality (the cohomology groups are finite by 2.9 (c)). (See for example [Mi] VI
11.2).

Lemma 6.4 COH 11 follows from COH 12 and COH 13.

Proof If X is smooth, projective, geometric irreducible over a field k and if Y ⊆ X is a
smooth hyperplane section, then the complement U = X − Y is affine (for a hyperplane
H ⊆ PN , PN − H ∼= AN is affine, and a closed immersion X ↪→ PN is affine). By COH 12
and COH 13 we have

H i
c(U,F) = 0 for i < d = dimX

for every local-constant Z/ℓn-sheaf F with finite stalks on U (ℓ ̸= char(k) and U = U ×k ks
as above). For such a sheaf F on X, the restriction map

H i(X,F) −→ H i(Y ,F)

is bijective for i < d− 1 and injective for i = d− 1 by the long exact cohomology sequence
in 2.8 (c) (note that H i = H i

c for X and Y ). The claim now follows from this for F = Z/ℓn
by passing to the limit.

Reduction 6 (“Rankin’s trick”) It suffices to show the following: For every q there exists a
N ≥ 0, so that for all geometric irreducible smooth projective varieties of dimension d over
Fq we have:
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W(X,d;N): The eigenvalues of F on Hd(X,Qℓ) are algebraic numbers, whose complex
conjugates α all have the value

| α |≤ q
d
2
+N

2 .

Furthermore one can limit it to the dimensions d, which are divisible by a fixed natural
number M .

Proof By the Künneth formula, αk is an eigenvalue of F on Hkd(X
k
,Qℓ) for every k ∈ N.

By W (Xk, kd;N) we have

| αk |≤ q
dk
2
+N

2 ,

therefore
| α |≤ q

d
2
+ N

2k .

Since this holds for all k, we get

| α |≤ q
d
2 .

By the Poincaré duality, qdα−1 is an eigenvalue, therefore also | qdα−1 |≤ q
d
2 , i.e.,

| α |≥ q
d
2 ,

where we have equalities and therefore W (X, d). Finally, we can restrict ourselves on k,
which are divisible by M .

Remark 6.5 The trick to consider higher powers, either of X or of sheaves on X, appears in
several places in Deligne’s proof. Deligne writes ([D 1] S. 283) that he was inspired by Ran-
kin’s work [Ran], where Rankin obtains his estimation for the Ramanujan function (compare
§0 Application 1!), by considering the Dirichlet series∑

τ(n)2n−s

instead of
∑
τ(n)n−s.

Reduction 7 In the statements above, one can replace the terms “the eigenvalues of Fro-
benius are algebraic numbers, whose complex conjugates α have the value | α |≤ r ∈ R ”,
by the term “the eigenvalues α ∈ Qℓ of Frobenius have the property that | ια |≤ r for every
embedding ι : Qℓ ↪→ C”. In fact, from the last property it follows automatically that α is
algebraic: if α is transcendental over Q, then for every transcendental number β ∈ C there
is an embedding: ι : Qℓ ↪→ C with ι(α) = β; since obviously there is such an embedding for
Q(α), and this can be extended on Qℓ. With this, | ια | can be large.

Remark 6.6 For the extension of the embedding Q(α) ↪→ C to Qℓ, one needs the axiom of
choice. But it is always possible to choose a finitely generated field K ⊆ Qℓ, where all the
considered eigenvalues lie, so that one only needs the unproblematic embeddings of K. The
embeddings of Qℓ are more of a comfortable way of speaking.
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7 Weights and determinant weights

The previous considerations suggest the following definitions.

Definition 7.1 Let q be a prime power and n ∈ Z. An element α in a field of characteristic
zero is called pure of weight n with respect to q, if it is algebraic and all its complex conjugates
have the absolute value q

n
2 .

Definition 7.2 Let X be a scheme of finite type over Z and let F be a constructible Qℓ-sheaf
on X.

(a) F is called pure of weight n ∈ Z, if for all closed points x of X the eigenvalues of Fx
on Fx are pure of weight n with respect to N(x). Here x : Spec(k(x)) −→ X is a geometric
point over x, Fx ∈ Gal(k(x)/k(x)) is the geometric Frobenius which operates on Fx, and
N(x) = |k(x)|.
(b) F is called mixed, if it has a finite filtration . . . ⊆ Fn−1 ⊆ Fn ⊆ . . .F by constructible
sheaves such that the successive quotients Fn/Fn−1 are pure. The weights of the non-trivial
quotients are called the weights of F .

Examples 7.3 (a) Qℓ(m) is pure of weight −2m (Fx operates by multiplication with
N(x)−m).

(b) Let X be smooth and projective over Fq. If the Gal(Fq/Fq)-representation H i(X,Qℓ) is
regarded as Qℓ-sheaf on Spec(Fq), then W (X, i) means that H i(X,Qℓ) is pure of weight i.

Lemma 7.4 (a) The category of sheaves which are pure of weight n is closed under forming
quotients, subsheaves, extensions, inverse images, and direct images under finite morphisms.

(b) If F and G are pure of weight m and n, respectively, then F∨ is pure of weight −m and
F ⊗ G is pure of weight m+ n.

(c) The category of mixed sheaves is closed under the operations in (a) as well as by forming
tensor products and duals.

The claims follow immediately from the compatibility of the operations with forming stalks.
For a finite morphism f : X → Y and y ∈ Y note that one has a Galois equivariant
isomorphism

(f∗F)y ∼= ⊕
f(x)=y

Fx .

Furthermore, the tensor product is exact on the category of the Qℓ-sheaves.

The last reduction in §6 motivates the following

Definition 7.5 Let ι : Qℓ → C be an embedding.

(a) For a prime power q and a number α ∈ Q×ℓ , ι-wq(α) := 2 logq|ια| ∈ R is called the

ι-weight of α, with respect to q, . (Hence |ια| = q ι−wq(α)

2
).

(b) Let X be of finite type over Z and let F be a constructible Qℓ-sheaf on X. F is called
ι-pure of weight β ∈ R, if, for all x ∈ |X| and all eigenvalues α of Fx on Fx, we have:

ι-wN(x)(α) = β , i.e., |ια| = N(x)
β
2 .
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(c) The sheaf F is called ι-mixed, if it has a finite filtration with successive ι-pure quotients.

The obvious analogs of 7.4 apply. The first non trivial claims about weights are obtained by
the so-called determinant weights. Let X be a normal geometric connected scheme of finite
type over Fq and let y be a geometric point. One has an exact sequence of the fundamental
groups

(7.6.1) 1→ π1(X, y)→ π1(X, y)→ Gal(Fq/Fq)→ 1 ,

where y also denotes a geometric point of X, lying over y: For normal X, this follows from the
Galois theory of fields: without restriction, y lies over the generic point of X, then π1(X, y)
and π1(X, y) are the Galois groups of the maximal extensions of the function fields Fq(X)
or Fq(X), respectively, which are unramified over X or X, respectively, and Gal(Fq/Fq) is
isomorph to the Galois group of the unramified extension Fq(X) · Fq/Fq(X).

Definition 7.6 The Weil groupW (X, y) is the full inverse image in π1(X, y) of the subgroup
{F n | n ∈ Z} ∼= Z ⊆ Gal(Fq/Fq) ∼= Ẑ.
We thus have an exact sequence

(7.6.2) 1→ π1(X, y)→W (X, y)→ Z→ 0 ,

where we denote the homomorphism W (X, y)→ Z by deg and call it the degree map.

In the following we consider smooth Qℓ-sheaves on X. These correspond to continuous Qℓ-
representations of π1(X, y), but for the following conclusions it is useful to work with Qℓ-
coefficients. Therefore we define

Definition 7.7A smoothQℓ-sheaf F onX is a continuous finite-dimensionalQℓ-representation
of π1(X, y).

Since π1(X, y) is compact, every Qℓ-representation comes by tensorizing with Qℓ from an
E-representation for a finite extension E of Qℓ. Conversely, every smooth Qℓ-sheaf or E-sheaf
gives a smooth Qℓ-sheaf by tensorizing with Qℓ.

For another geometric point x of X, π1(X, x) is isomorph to π1(X, y), and such an isomor-
phism is unique up to an inner automorphisms. Therefore, for every x ∈ X(Fq), with image
x in X, one obtains a homomorphism

Gal(Fq/k(x)) = π1({x}, x)→ π1(X, x)
∼−→ π1(X, y) ,

which is well-defined up to conjugation in π1(X, y). The stalk of a Qℓ-sheaf in x is the
Qℓ-representation of Gal(Fq/k(x)), which one obtains by restriction via the homomorphism
above. In particular, the eigenvalues of Fx are defined, and one can transfer the notions of
pureness, ι-weight etc.

Proposition 7.8 A smooth Qℓ-sheaf F of rank 1 is ι-pure for every ι : Qℓ ↪→ C. More
precisely, the following holds:

(a) Let χ : W (X, y) −→ Qℓ
×
be the character induced by F . Then χ is the product of a

finite character and a character of the form

w 7→ cdeg(w)
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for a c ∈ Qℓ
×
.

(b) F is ι-pure of weight ι-wq(c).

Proof Obviously (b) follows from (a), since

| ιχ(Fx) |=| (ιc)deg(x) |=| ιc |deg(x)= N(x)
ι−w(c)

2

for all x ∈ |X0|. For (a) is suffices to show that the restriction of χ to π1(X, y) has finite
order. In fact, then χn is of the form w 7→ bdeg(b) for n big enough, and the claim follows
with an n-th root c of b. But χ(π1(X, y)) is a compact subgroup of E× for a finite extension
E/Qℓ, and hence a product of a finite group and a pro-ℓ-group. On the other hand, one can
show (note that ℓ ̸= p):

Theorem 7.9 The image of π1(X, y) in the maximal abelian quotientW (X, y)ab ofW (X, y)
(= W (X, y) modulo of the closure of the commutator group) is a product of a finite group
and a pro-p-group.

Proof We just show this for a smooth curve X, since we only need this case later. Let X1

be the smooth compactification of X and let S = X1 −X.

First Proof, by class field theory: By this we have a canonical isomorphism

W (X, y)ab ∼= K× \ A×/
∏
x∈X0

O×x ,

where K is the function field of X, A× is the idele group of K and Ox is the completion of
the local ring of X at x. The image of π1(X, y) is the kernel of the degree map on the above
group. But the kernel of the map

W (X, y)ab −→W (X1, y)
ab = K× \ A×/

∏
x∈(X1)0

O×x

is a product of a finite and of a pro-p-group, as a quotient of
∏
x∈S

O×x , and the kernel of the

degree map on W (X1, y)
ab is the finite class group Pic0(X1) of X1.

Second Proof, geometrical: It suffices to show that for ℓ ̸= p the order of the fixed modules
under the Frobenius F

Hom(π1(X, y),Z/ℓn)F = H1(X,Z/ℓn)F

is bounded, independently of ℓ and n. By Poincaré duality, this group is dual to H1
c (X,µℓn)F ,

the cofixed module for F . Because of the exact sequence

H0(S, µℓn) −→ H1
c (X,µℓn) −→ H1(X1, µℓn) −→ 0

it suffices to bound the orders of H0(S, µℓn)F and H1(X1, µℓn)F , and because of the exact
sequence

(7.9.1) 0 −→ AF −→ A
F−1−→ A −→ AF −→ 0 ,
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one can consider the order of the fixed modules for an F -module A, since for finite A it
follows from (7.9.1) that AF and AF have the same order. But

H0(S, µℓn)
F = H0(S, µℓn) = ⊕

x∈S
µℓn(k(x)) ⊆ ⊕

x∈S
k(x)×

and

H1(X1, µℓn)
F (1)
= ℓnPic(X1)

F = ℓnPic
0(X1)

F
(2)

⊆ Pic0(X1)

are contained in finite groups, since we are over a finite field. The equality (1) follows from
the isomorphism Pic(X1) ∼= H1(X1,Gm) and the cohomology sequence to the Kummer
sequence

0 −→ µℓn −→ Gm
ℓn−→ Gm −→ 0 ,

since H0(X1,Gm) = F×q is ℓ-divisible. The inclusion (2) follows from the Hochschild-Serre

spectral sequence, since H1(Fq,F
×
q ) = 0 (Hilbert 90) and H2(Fq,F

×
q ) = 0 (cd(Fq) = 1). A

geometric proof for the finiteness of Pic0(X1) follows for example from the fact that this is
the set of the Fq-rational points of an abelian variety over Fq, namely, the Jacobi variety of
X1.

By 7.8, the following definition makes sense.

Definition 7.10 Let F be a smooth Qℓ-sheaf onX and let ι : Qℓ ↪→ C be an embedding. The
ι-determinant weights of F are the numbers 1

g
· (ι-weight of ΛgG), where G is a composition

factor (= irreducible subquotient) of F and g = dimG.

Non-trivial claims about determinant weights follow from the theory of algebraic (monodro-
my) groups.

Definition 7.11 Let F be a smooth Qℓ-sheaf on X. Let G1 be the Zariski closure of the
image of π1(X, y) in GL(Fy) and let G be the semi-direct product of Z with G1, which makes
the diagram with exact rows

1 // π1(X, y) //

��

W (X, y)
deg //

_�

��

Z // 0

1 // G1
// G //

��

Z // 0

GL(Fy)

commutative (if F ∈ deg−1(1), then F normalizes the normal subgroup π1(X, y), as well as
G1, the operation is algebraic, and G is a semi-direct product of < F > and G1).

Theorem 7.12 (Grothendieck) Let G0
1 be the connected component of the unit in G1. Then

the radical of G0
1 is unipotent.

For the proof we use:
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Lemma 7.13 If F is semi-simple, regarded as a representation of π1(X, y), then G0
1 is

semi-simple. (A representation is called semi-simple, if it is a direct sum of irreducible re-
presentation. Analogously, semi-simple objects are defined in an abelian category).

Proof If F is semi-simple, then the restriction to the normal subgroup π1(X, y) is semi-
simple: if W ⊂ V = Fy is a simple π1(X, y)-module, then the sum W ′ of its W (X, y)-
conjugates is a semi-simple π1(X, y)-module and has a complement in V (for W (X, y) and
thus for π1(X, y)). Then G

0
1 is reductive, i.e., the unipotent radical is trivial (for this, V is

simple without restriction; one uses that a unipotent group always has a fixed vector ̸= 0,
therefore the unipotent radical would have a fixed module 0 ̸= V ′ ̸= V ). One has to show
that the maximal central torus T1 is trivial.

W (X, y) operates on T1 by conjugation and thus also acts on the character module X(T1) =
Hom(T1,Gm), respecting the finite set E of the characters by which T1 operates on V . The
set E generates X(T1), since, by assumption, T1 operates faithfully on V . The operation of
W (X, y) factorizes over a finite quotient of Z, and we can consider the kernel of the operation
without restriction, which corresponds to a base change to a finite extension of Fq. Then the
operation on T1 is trivial. But there are only finitely many outer automorphisms which are
trivial on T1, by another base change the operation on G0

1 is trivial. By passing to an open
subgroup of π1(X, y), i.e., a finite covering of X, we get G1 = G0

1 without restriction.

Hence we can also assume that G = G0
1 × Z. Let T be the maximal torus quotient of G0

1.
This is isogenic to T1, hence we have to show that T1 is trivial. The map W (X, y) −→
G −→ G0

1 −→ T has the property that the image of π1(X, y) is Zariski dense. Since T is
commutative, this map is finite by Theorem 7.9, therefore T = {1}.

Proof of Theorem 7.12 Let F · be a Jordan-Hoelder filtration of V , let P be the subgroup
of GL(V ), which respects the filtration F · and let N ⊆ P be the subgroup, which operates
trivially on the quotients of F ·, and L = P/N . Then G1 ⊆ P , its image G2 in L is the Zariski
closure of π1(X, y) in GL(Gr

·
FV ) and the kernel of G1 � G2 is a unipotent normal subgroup

of G1 (since N is a unipotent normal subgroup of P ). By 7.13, G0
2 is reductive, and the claim

follows.

Corollary 7.14 Let F be semi-simple and let Z be the center of G. Then the kernel and
cokernel of deg : Z → Z are finite.

Proof Z ∩ G1 is in the center of G1 and thus finite. Furthermore, in the proof of 7.13 we
showed that there exists an element g in G with deg(g) = n ̸= 0, which commutes with G0

1.
Then a suitable power commutes with G, i.e., is in Z:

In fact, first we can assume that g operates trivial on G1/G
0
1 by conjugation. Then, for

h ∈ G1, let the element xh ∈ G0
1 be defined by

ghg−1 = xh · h .

Then xhh′ = xh and xh′h = h′xh(h
′)−1 for h′ ∈ G0

1. Since G
0
1 is a normal subgroup in G1, we

get h′xh(h
′)−1 = xh, i.e., xh is in the center of G0

1. Since this is finite, there is a m ̸= 0 with

gmhg−m = xmh · h = h

for all h ∈ G1.
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Corollary 7.15 Let F be semi-simple and let g be a central element in G with deg(g) =
n ̸= 0. Let F ′ be a smooth Qℓ-sheaf on X, which is induced by a representation V ′ of G (see
7.11). Then β ∈ R is a ι-determinant weight on F if and only if there is a eigenvalue α of g

on V ′ with |ια| = q
nβ
2 .

Proof Without restriction, V ′ is simple. Then g is scalar (here, one needs Qℓ-coefficients,
i.e., the Lemma of Schur!), say equal to the multiplication with α, and the eigenvalue on
detV ′ is equal to αr, r = dimV ′. By Proposition 7.8, the determinant weight β is equal to
1
n
· ι-w(α): If χ is the character to detV ′, we have |ιχ(w)| = q

deg(w)·β·r
2 ; if one chooses w with

deg(w) = n, then one has |ιχ(w)| = |ια|).

Theorem 7.16 (a) For β ∈ R, let n(β) be the sum of the ranks of the composition factors
with ι-determinant weights β. Then the determinant weights of ΛaF are the sums∑

m(β)β

with m(β) ∈ Z,
∑

m(β) = a and 0 ≤ m(β) ≤ n(β).

(b) If the smooth Qℓ-sheaves F and F ′ are of pure ι-determinant weight β and β′, then
F ⊗ F ′ is of pure ι-determinant weight β + β′.

(c) Let f : X ′ → X be a dominant morphism of normal connected schemes, which are of
finite type over Fq. A smooth Qℓ-sheaf F on X is of pure ι-determinant weight β, if and only
if this holds for f ∗F .

Proof (a) The eigenvalues of Z on ΛaF are products of a eigenvalues on F , which belong to
different eigenvectors in F . By forming ι-absolute valves and their logarithms, one sees that
one just obtains all sums of a determinant weights, where at most n(β) of them are equal to
β.

(b) is analogous, by considering the algebraic monodromy group of F ⊗G.

(c) It follows from the assumption that the image of π1(X ′) in π1(X) is of finite index:
since the schemes are normal, it suffices to consider the fiber over the generic point η of X
(Gal(k(η)/k(η))→ π1(X) it surjective), and this has a rational point in a finite extension of
k(η). It follows that, for the corresponding Zariski closures G′1 and G1, the image of G′1 has
finite index in G1, therefore contains G0

1. The image of the center Z ′ of G′ centralizes G0
1,

and with the same conclusion as in the proof of 7.14 one can see that it has a finite index in
the center Z of G. This implies the claim.
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8 Cohomology of curves and L-series

Let X be a smooth geometric irreducible curve over Fq and let F be a smooth Qℓ-sheaf on
X, with stalk V = Fy in a geometric point y of X. Let F ′ (respectively F ′′) be the biggest
subsheaf (respectively quotient sheaf) of F , which is constant on X. By (7.6.1), F ′ and F ′′
are inverse images of sheaves on Spec(Fq), i.e., these come from Qℓ-representations F

′ and
F ′′ of Gal(Fq/Fq).

Lemma 8.1 (a) H0(X,F) = V π1(X,y) = F ′, where V π1(X,y) denotes the fixed module under
π1(X, y).

(b) H0
c (X,F) =

{
H0(X,F) if X is proper,
0, otherwise .

(c) H2
c (X,F) = Vπ1(X,y)(−1) = F ′′(−1), where Vπ1(X,y) denotes the cofixed module under

π1(X, y).

(d) If F is an arbitrary constructible Qℓ-sheaf on X and U ⊆ X is open, then we have
H2
c (U,F)

∼−→ H2
c (X,F).

Proof (a) follows from the equivalence of categories between smooth sheaves and represen-
tations of the fundamental group. (b) for non-proper X follows from the fact that a smooth
sheaf has no sections with support in finitely many points (it suffices to see this for constant
sheaves). One can also use Poincaré duality and weak Lefschetz. (c) follows from (a) by
Poincaré duality. (d) follows from the relative cohomology sequence for U ⊂ X ⊃ X − U ,
since H i(X − U,F) = 0 for i > 0 (X − U consists of finitely many copies of Spec(Fq)).

Corollary 8.2 Let α be an eigenvalue of F on H0(X,F) or H0
c (X,F) (or respectively on

H2
c (X,F)).

(a) For every x ∈ X0, αdeg(x) (or respectively (q−1α)deg(x)) is an eigenvalue of Fx on F (i.e.,
on V ).

(b) The number ι-wq(α) (or respectively ι-wq(α) − 2) is a ι-determinant weight of F (i.e.,
the associated Qℓ-sheaf).

For the following we use the Grothendieck-Lefschetz formula

(8.3.1)
∏
x∈X0

det(1− FxT deg(x)|F)−1 =
∏
i≥0

det(1− FT |H i
c(X,F))(−1)

i+1

for a constructible Qℓ-sheaf F on a scheme X of finite type over Fq, which follows from
Theorem 1.6 and (1.5.2). The left hand side is controlled by

Proposition 8.3 If we have ι-wN(x)(α) ≤ β for all eigenvalues α of Fx on F , for all x ∈
X0, then ι

∏
x∈X0

det(1 − FxT
deg(x)|F)−1 converges absolutely for |T | < q−

β
2
−dim(X) (i.e., for

Re(s) > β
2
+ dim(X) if T = q−s), and hence has neither pole nor zero in this area.
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Proof Let d = dim(X); then there is a finite covering of X such that every member is
quasi-finite over an affine space AdFq

(Noether normalization). This implies

♯{x ∈ X0 with deg(x) = n} ≤ C · qdn

with a constant C > 0 (which estimates the sum of the generic degrees), since Ad
Fq
(Fqn) = Fdqn .

The convergence thus follows from the convergence of the geometric series∑
n

qnd q
nβ
2 |T |n .

Corollary 8.4 If X is an affine smooth geometric irreducible curve, then we have

ι-wq(α) ≤ β + 2

for the eigenvalues α of F on H1
c (X,F).

Proof The right hand side of the formula (8.3.1) is

det(1− FT |H1
c (X,F))

det(1− FT |H2
c (X,F))

By 8.2 (a) we have ι-wq(α) ≤ β + 2 for the reciprocal zeros α of the denominator, and by
8.3 this also holds for the reciprocal zeros of the whole fraction.

In fact, let α be an eigenvalue of F on H2
c (X,F). By 8.2 (a), (q−1α)deg(x) is an eigenvalue of

Fx on F , therefore by assumption we have

β ≥ ι-wN(x)(q
−1α)deg(x) = −2 + ι-wq(α) .

On the other hand, if α is an eigenvalue of F onH1
c (X,F), then by (8.3.1) and 8.3 (1−ιαT ) ̸=

0 for all |T | < q−
β
2
−1, hence |ια| ≤ q

β
2
+1, i.e., ι-wq(α) ≤ β + 2.
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9 Purity of real Qℓ-sheaves

This chapter treats an important method which is used in both papers of Deligne about the
Weil conjecture.

Definition 9.1 Let F be a smooth Qℓ-sheaf on a scheme X which is of finite type over Z.
(a) F is called totally real, if the coefficients of

det(1− FxT |F) := det(1− FxT | Fx)

are totally real algebraic numbers for every x ∈ X0.

(b) F is called ι-real for ι : Qℓ ↪→ C, if

ι det(1− FxT |F)

has real coefficients for all x ∈ X0.

Remarks 9.2 If F is pure (respectively, ι-pure), then F is a direct summand of a totally real
(respectively, ι-real) sheaf, to wit: of F ⊕F∨(−n), if n is the weight (respectively, ι-weight)
of F : for ια with |ια| = N(x)

n
2 , N(x)n · ια−1 is its complex conjugate.

Theorem 9.3 Let X be a smooth geometric irreducible curve over Fq. Then the composition
factors of a smooth, ι-real Qℓ-sheaf on X are ι-pure.

We use:

Lemma 9.4 Let F be a smooth ι-real Qℓ-sheaf on X and let ϱ be the biggest ι-determinant
weight of F . For every x ∈ X0 and every eigenvalue α of Fx on F we have ι-wN(x)(α) ≤ ϱ.

Proof By possibly omitting a point which one does not consider in the moment, X is affine
without restriction. Then the Lefschetz formula gives

(9.3.1)
∏
x∈X0

ι det(1− FxT deg(x) | F⊗2k)−1 = ι det(1− FT | H1
c (X,F⊗2k))

ι det(1− FT | H2
c (X,F⊗2k))

for every positive integer k. Here

ι det(1− FxT deg(x) | F⊗2k)−1 = exp(
∑
n≥1

ιT rF n
x | F⊗2k)

T n·deg(x)

n

is a formal power series with non-negative real coefficients, since by assumption

ιTr(F n
x | F⊗2k) = ιT r(F n

x | F)2k

is non-negative real. By 7.16 (b), the ι-determinant weights of F⊗2k are at most equal to
2kϱ, and hence by 8.2 (b), the right hand side of the Lefschetz formula (9.3.1) has no

pole for |T | < q−
1
2
(2kϱ+2) (i.e., for the reciprocal zeros α′ of the denominator we have ι-

wq(α
′) ≤ 2kϱ+ 2). By the following Lemma,

ι det(1− FxT deg(x) | F⊗2k)−1
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has no pole for |T | < q
1
2
(2kϱ+2) as well. For an eigenvalue α of Fx on F , ια−2k/deg(x) is a pole;

this implies
|ια|2k/deg(x) ≤ q(2kϱ+2)/2 ,

i.e.,
|ια| ≤ N(x)(ϱ+

1
k
)/2 .

Since this holds for all k, the claim follows.

Lemma 9.5 Let fi =
∑
n

ai,nT
n be a series of formal power series with constant term 1 and

non-negative real coefficients. Let the order of fi − 1 tend towards infinity with i, and let
f =

∏
i

fi. Then the absolute radius of convergence for every fi is at least as big as for f . If

f and the fi are Taylor expansions of meromorphic functions, we have

inf{|z| | f(z) =∞} ≤ inf{|z| | fi(z) =∞}

for every i.

Proof If f =
∑
n

anT
n, the first claim follows from the fact that ai,n ≤ an for all i. For

meromorphic functions, the denoted infima are exactly the absolute convergence radii.

Proof of Theorem 9.3 Let F be a smooth ι-real Qℓ-sheaf on X. For β ∈ R, let F(β) be
the sum of composition factors of F with ι-determinant weights β and let n(β) be the rank
of F(β). Let x ∈ X0, and let αβ1 , . . . , α

β
n(β) be the eigenvalues of Fx on F(β). We have to

show that ι-wN(x)(α
β
i ) = β for all i.

By definition of the determinant weights we have

(9.3.2)
∑
i

ι-wN(x)(α
β
i ) = n(β)β .

Without restriction, let F(β) ̸= 0, and let N be the sum of those n(γ) with γ > β. By
7.16 (a), for the ι-determinant weights ρ of the (N + 1)-th external power of F we have

ρ ≤ β +
∑
γ>β

n(γ)γ. Since every αβi
∏
γ>β

n(γ)∏
i=1

αγi is an eigenvalue of Fx on ΛN+1F , by Lemma

9.4 we have
ι-wN(x)(αi) +

∑
γ>β

∑
i

ι-wN(x)(α
γ
i ) ≤ β +

∑
γ>β

n(γ)γ .

By equation (9.3.2) (for every γ > β) we have

ι-wN(x)(αi) ≤ β .

By adding over i, one has to obtain equation (9.3.2) for β, therefore the equality holds.
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10 The formalism of nearby cycles and vanishing cycles

For induction over dimension, Deligne uses fibrations f : X → S over a smooth curve S,
where f is smooth over an open set U ⊆ S, and only over finitely many points s ∈ S−U has
fibers with (mild) singularities. The cohomology H i(X,F) is studied by the Grothendieck-
Leray spectral sequence

Hp(S,Rqf∗F)⇒ Hp+q(X,F) .

To examine the sheaves Rqf∗F at the bad places s ∈ S−U , one passes to the local ring OS,s
(which is a discrete valuation ring), or rather to its henselization OhS,s; this is a henselian
discrete valuation ring.

For the étale topology, a strict henselian discrete valuation ring A is an analog of the open
disk D = {z ∈ C | |z| < 1} in C: We have π1(D) = 0 and π1(Dr {0}) ∼= Z; this corresponds
to the fact that π1(Spec(A)) = 0 and

π1(Spec(A)− {s}) =
∏

ℓ ̸= char(k(s))

Zℓ ,

where s is the closed point of Spec(A). The point s corresponds to the point 0 ∈ D, and the
generic point η corresponds to a “general point” t ∈ D − {0}.

In classical topology, one has the theory of vanishing cycles for a fibration f : X → D, with
f smooth on D∗ and singular fiber X0 over 0. In étale topology, one considers the cartesian
diagram

Xη
� � //

��

X

��

Xs
oo

��
η // Spec(A) soo

Preliminary considerations 10.1 Let T = Spec A be for a henselian discrete valuation
ring A.

(a) By the decomposition theorem there is a equivalence of categories between the category
Sh(Tet) of the étale sheaves on T and the category of all triples (F0,F1, φ), where

(i) F0 is a sheaf on the closed point s
i
↪→T ,

(ii) F1 is sheaf on the generic point η
j
↪→T , and

(iii) φ : F0 −→ i∗j∗F1 is a morphism of sheaves.

Here, a sheaf F on T is mapped on the triple

(i∗F , j∗F , sp : i∗F → i∗j∗j
∗F) ,

where one obtains the so-called specialization morphism sp by applying i∗ to the adjunction
morphism F → j∗j

∗F .

(b) This has the following reinterpretation via Galois modules: Let k(η) be a separable
closure of k(η) and let η = Spec(k(η)) −→ T be the associated geometric point over η. This
defines a geometric point s→ T over s as follows. Let Ã be the integral closure of A in k(η)
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, i.e., let
∼
T = Spec (Ã) be the normalization of T in η. Then Ã is local and its residue field

is a separably closed extension of k(s) and defines a geometric point s→ T over s. Further
one obtains a surjection

Gη = Gal(k(η)/k(η)) � Gs = Gal(k(s)/k(s)) ;

its kernel I is called the inertia group. The strict henselization Oh
T,s of T in s can be identified

with ÃI .

The triples in (a) thus correspond to triples (M0,M1, ϕ), where

(i) M0 is a discrete Gs-module,

(ii) M1 is a discrete Gη-module, and

(iii) ϕ :M0 →M I
1 is a morphism of Gs-modules.

The passage from the triples in (a) to these is obtained by forming the stalks, i.e., via

M0 = Fs = (i∗F)s and M1 = Fη = (j∗F)η ,

where one checks that i∗j∗ corresponds to forming the fixed modules under I.

(c) It follows easily from the definitions that the composition

Fs
sp−→F Iη ↪→ Fη

is just the specialization map on the stalks, induced by the morphism

OhT,s ↪→ OhT,η = k(η)s

(compare 2.4). In particular, F is locally constant if and only if I acts trivially on Fη =M1

and sp is an isomorphism.

(d) If now f : X → T is a morphism and F is a sheaf on X, then the higher direct image
Rνf∗F is described by the triple

((Rif∗F)s , (Rif∗F)η, sp : (Rif∗F)s −→ (Rif∗F)Iη).

If f is proper, then by proper base change this can be identified with a triple

(H i(Xx,F), H i(Xη,F) , sp : H i(Xs,F)→ H i(Xη,F)I) ,

where Xs = X ×T s = Xs ×k(s) k(s) and Xη = X ×T η = Xη ×k(η) k(η) are the geometric
fibers of f at s and η.

10.2 The tool for calculating the specialization map is the general theory of vanishing cycles.
For this we consider a cartesian diagram

(10.2.1) Xη
j //

��

X

f

��

Xs
ioo

��
η // T s ,oo

where f can be arbitrary of finite type. Let k(η)I ⊂ L ⊂ k(η) be any intermediate field and
let B be the integral closure of A in L, i.e., T = Spec B the normalization of T in Spec L (in
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the literature both L = K(η)I , i.e., B = Oh
T,s and L = K(η) , i.e., B = Ã = integral closure

of A in K(η) are considered). If X = X ×T T , then we obtain a commutative diagram

(10.2.2) Xη

��

j // X

f
��

Xs

��

ioo

η // T soo

which arises from (10.2.1) by base change with the bottom row, and in which both squares
are cartesian.

Definition/Lemma 10.3 Let Y be a scheme over a field k with separable closure k, let
Y = Y ×k k and let u : G→ Gal(k/k) be a homomorphism of topological groups.

(a) A G-sheaf on Y is a sheaf F on Y with a continuous discrete action of G, which is
compatible with the (right) action of Gal(k/k) on Y ; i.e., for every σ ∈ G one has a morphism

σ∗ : F −→ (Spec(u(σ))∗F ,

such that τ∗σ∗ = (τσ)∗, and G operates discretely on F(U) = F((Specσ)−1U) for every
quasi compact étale U → Y , U = U ×k k. Let Sh(Y ,G) be the category of G-sheaves on Y .

(b) Let π ·Y → Y be the projection. Then there is an equivalence of categories (where sheaf
always means ètale sheaf)

Sh(Y ) = (sheaves on Y ) ↔ Sh(Y ,Gal(k/k)) = (Gal(k/k)-sheaves on Y )
F 7→ π∗F

(π∗G)Gal(k/k) ←p G ,

For the proof of (b) see SGA7 XIII 1.1. We note that the morphism

σ∗ : π
∗F −→ (Specσ)∗π

∗F (1)
=(Spec σ)∗(Specσ)

∗π∗F

is the adjunction morphism (equality (1) follows from the fact that π = πSpec σ).

This allows the definition of the following category and functors.

Definition 10.4 Let Sh(Xs ×s T ) be the abelian category of the triples (F0,F1, φ), where

(i) F0 is a Gs-sheaf on Xs ,

(ii) F1 is a Gη-sheaf on Xs (with respect to Gη → Gs), and

(iii) φ : F0 → F1 is a Gη-equivariant morphism.

Definition 10.5 Let π : X → X , π0 : Xs → Xs and π1 : Xη → Xη be the projections. Then
define

Ψs : Sh(Xs) −→ Sh(Xs, Gs)
Ψη : Sh(Xη) −→ Sh(Xs, Gη) (operation with respect to Gη → Gs)
Ψ : Sh(X) −→ Sh(Xs ×s T )

48



by
ΨsF = π∗0F
ΨηF = i

∗
j∗π

∗
1F

ΨF = (i
∗
π∗F , i∗j∗j

∗
π∗F , i∗π∗F i

∗
ad−→ i
∗
j∗j
∗
π∗F)

= (π∗0 i
∗F , i∗j∗j

∗
π∗1j

∗F , φF = i
∗
ad)

= (Ψsi
∗F , Ψηj

∗F , φF ) .

These functors are additive, left exact and have right derivatives RiΨs, R
iΨη and R

iΨ, resp.
RΨs, RΨη and RΨ in the derived categories: If F ↪→ I• is an injective resolution, then RΨF
is represented by ΨI• (unique up to unique homotopy), and is called the complex of nearby
cycles, and RiΨF = H i(ΨI•) (i-th homology object, unique up to unique isomorphism) is
called the i-th sheaf of nearby cycles, similarly one has RiΨη and RΨη, whereas Ψs is exact
and has no higher derivatives.

One can interpret a complex in Sh(Xs×sT ) as an object (F•0 ,F•1 , φ), where F•0 is a complex
in Sh(Xs, Gs), F•1 is a complex in Sh(Xs, Gη) and φ : F•0 → F•1 is an equivariant morphism
of complexes. If we define the functor

sp∗ : Sh(Xs, Gs) −→ Sh(Xs, Gη)

by sp∗F0 = F0 , with Gη-operation via Gη → Gs, then we can also interpret φ as a morphism

φ : sp∗F•0 −→ F•1

of complexes in Sh(Xs, Gη). To each triple (F•0 ,F•1 , φ) one can functorially assign a short
exact sequence

0→ F•1 → Cone(φ)→ sp∗F•0 [1]→ 0

where Cone(φ) is the cone of φ (see [Mi]S.174,167). If we set

Φ(F•0 ,F•1 , φ) = Cone(φ) ,

then Φ maps quasi-isomorphisms to quasi-isomorphisms, and for a sheaf F with injective
resolution F ↪→ I•, the complex

RΦF := ΦRΨF (= ΦΨI•)

is unique up to unique quasi-isomorphism, hence well-defined in the derived category of
S(Xs, Gη).

Definition 10.6 RΦF is called the complex of vanishing cycles. Set

RiΦF = H i(RΦF) (= H i(ΦΨI•))

for the i-th sheaf of vanishing cycles of F .

By construction, for every F in Sh(Xet) we have a distinguished triangle of complexes in
Sh(Xs, Gη)

(10.6.1) sp∗i∗F −→ RΨηF −→ RΦF −→ sp∗i∗F [1] ,
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which is well-defined in the derived category of Sh(Xs, Gη) and functorial in F . Here, we
should have written sp∗Ψsi

∗F , but we identify Sh(Xs) and Sh(Xs, Gs) via Ψs and we also
write sp∗ for sp∗Ψs. For an injective resolution F ↪→ I•, (10.6.1) is represented by

i
∗
I•

i
∗
ad−→ i
∗
j∗j
∗
I• −→ Cone(i

∗
ad) −→

where we suppressed π∗. In the following, we often omit π∗, π∗0 and π∗1. Note that i
∗F is

quasi-isomorphic to i
∗
I•.

Somewhat more imprecisely we can also write (10.6.1) as

i
∗F −→ i

∗
Rj∗j

∗F −→ RΦF −→ .

But by this it is not so clear that we consider complexes of Gη-sheaves; and apart from that,
one can not define RΦF by this: note that the formation of cones is not well-defined in
the derived category. The use of triples as above overcomes this problem and gives a more
rigidified version.

10.7 In the formalism of vanishing cycles, the operation of the inertia group I ⊆ Gη is
described by the so-called variation: If σ ∈ I, then, by the trivial operation of I on sp∗i∗F , the
endomorphism σ−1 of RΨηF factorizes over RΦF , and we obtain a canonical commutative
diagram

(10.7.1) sp∗i∗F //

0
��

RΨηF //

V ar(σ)σ−1
��

RΦF //

σ−1
��zzuu

uu
uu
uu
uu

sp∗i∗F // RΨηF // RΦF // ,

which is functorial in F . The induced morphism

V ar(σ) : RΦF → RΨηF

(and the map induced herby in the cohomology) is called the variation of σ. Because of the
trivial formula

(στ − 1) = (σ − 1) + (τ − 1) + (σ − 1)(τ − 1)

one has

(10.7.2)
V ar(στ) = V ar(σ) + V ar(τ) + (σ − 1)V ar(τ)

= V ar(σ) + V ar(τ) + V ar(σ)(τ − 1) .

The theory of vanishing cycles has the following application: By forming the long exact
cohomology sequence on Xs for (10.6.1), one obtains a long exact sequence of Gη-modules

(10.8.1) → Hν(Xs, i
∗F) γ→Hν(Xs, RΨηF)→Hν(Xs, RΦF)→Hν+1(Xs,F)→ . . . .

Furthermore we have the following properties.

Lemma 10.8 (i) There are canonical homomorphisms
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(a) Ψ : Hν(Xη, j
∗F)→ Hν(Xs, RΨηF) for all sheaves F and all ν ∈ Z

(b) Ψ′ : Hν
c (Xs, RΨηF)→ Hν

c (Xη, j
∗F) for all torsion sheaves and all ν ∈ Z.

(ii) (a): Ψ is contravariantly functorial for open immersions µ : U ↪→ X, i.e., the diagram

Hν(Xη, j
∗F) ΨX //

µ∗

��

Hν(Xs, RΨηF)

µ∗

��
Hν(Uη, j

∗F|U)
ΨU // Hν(Us, RΨηF|U)

is commutative, and this is compatible with composition of immersions

(b): Ψ′ is covariantly functorial for open immersions µ : U ↪→ X, i.e., the diagram

Hν
c (Xs, RΨηF) // Hν

c (Xη, j
∗F)

Hν
c (Us, RΨηF|U) //

µ!

OO

Hν
c (Uη, j

∗F|U)

µ!

OO

is commutative, and this is compatible with compositions of open immersions.

(iii) If f : X → T is proper and F is a torsion sheaf on X, then (a) and (b) are isomorphisms
which are inverse to each other.

(iv) The composition

Hν(Xs, i
∗F) sp→ Hν(Xη, j

∗F) Ψ→ Hν(Xs, RΨηF)

is equal to the map γ in (10.8.1).

Proof (i) (a): For every sheaf G on Xη define the composition

(10.8.2) Ψ : Hν(Xη,G)
(1)→ Hν(X,Rj∗G)

(2)→ Hν(Xs, i
∗
Rj∗G)

Here, (1) is an isomorphism (composition of derived functors) and (2) is the base change
morphism, induced by the base change morphism

(10.8.3) i
∗
Rf∗Rj∗G → R(fs)∗i

∗
Rj∗G .

If f is proper and G a torsion sheaf, then (10.8.3) is an isomorphism, hence (2) and thus Ψ
is an isomorphism. For G = j

∗F we obtain (i)(a), since RΨηF = i
∗
Rj∗j

∗F .

(i) (b): Let µ : X ↪→ X ′ be an open immersion into a proper S-scheme. It induces a
commutative diagram

X ′η
� � j

′
// X ′ X ′s? _i

′
oo

Xη
� � j //

?�

µη

OO

X
?�

µ

OO

Xs
? _ioo
?�

µs

OO

with cartesian squares.
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For every sheaf G on Xη, by definition we have

Hν
c (Xη,G) = Hν(X ′η, (µη)!G) .

Furthermore we have the just defined isomorphism for the proper S-scheme X ′

Ψ : Hν(X ′η, (µη)!G)
∼→ Hν(X ′s, (i

′
)∗R(j

′
)∗(µη)!G) .

Finally we define a canonical homomorphism

Ψc : H
ν
c (Xs, i

∗
Rj∗G)→ Hν(X ′s(i

′
)∗R(j

′
)∗(µη)!G) .

This is obtained by a morphism

(10.8.4) (µs)!i
∗
Rj∗G → (i

′
)∗R(j

′
)∗(µη)!G

which we get by the following adjunctions. Since (µs)! is left adjoint to µ∗s, (10.8.4) corre-
sponds to a morphism

i
∗
Rj∗G → µ∗s(i

′
)∗R(j

′
)∗(µη)!G = i

∗
µ∗R(j

′
)∗(µη)!G

(note µi = i
′
µs). By definition, we get this morphism by applying i

∗
to the isomorphism

Rj∗G = µ∗R(j
′
)∗(µη)!G = Rj∗µ

∗
η(µη)!G

(note that µ∗η(µη)! = id).

For a torsion sheaf G the morphism

Ψ′ : Hν
c (Xs, i

∗
Rj∗G)→ Hν

c (Xη,G)

is now defined as the composition Ψ−1Ψc. For G = j
∗F , with a torsion sheaf F , we obtain

(i) (b). If X is already proper, then Ψc is the identity and Ψ′ = Ψ−1; this shows (iii).

Claim (iv) follows immediately from the definition of the base change morphism.

Claim (ii) (a) follows, since the base change morphism (10.8.3) is compatible with restriction
to open subscheme.

For (ii) (b) let ρ : U ↪→ X be another open immersion. The covariance for ρ regarding
the isomorphism Ψ follows from the fact that Ψ is covariant for the morphism of sheaves
(ρη)!(ρη)∗G → G. For the covariance of Ψc we need to construct a suitable commutative
diagram

(10.8.5) (µs)!i
∗
Rj∗G // (i

′
)∗R(j

′
)∗(µη)!G

(µs)!(ρs)!(iU)
∗R(jU)∗(ρη)

∗G //

OO

(i
′
)∗R(j

′
)∗(µη)!(ρη)!ρ

∗
ηG ,

OO

with the notations from the commutative diagram

Uη
� � jU //
� _

ρη

��

U� _

ρ
��

Us? _
iUoo

� _

ρs

��
Xη

� � j //
� _

µη

��

X� _

µ
��

Xs
? _ioo

� _

µs

��
X ′η

� � j
′

// X
′

X ′s .? _i
′

oo
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Note here that we have a canonical isomorphism of functors

ε1 : (ρs)!(iU)
∗−→
∼

(i)∗ρ! ,

as well as a canonical morphism of functors

(10.8.6) ε2 : ρ!R(jU)∗ −→ Rj∗(ρη)! ,

which, by adjunction, corresponds to the isomorphism

R(jU)∗ = R(jU)∗(ρη)
∗(ρη)! = ρ∗Rj∗(ρη)! .

Then we define (10.8.5) by the commutative diagram

(µs)!i
∗
Rj∗G // (i

′
)∗R(j

′
)∗(µη)!G

(µs)!(ρs)!(iU)
∗R(jU)∗(ρη)

∗G ε //

η
44hhhhhhhhhhhhhhhhhhh

(µs)!i
∗
Rj∗(ρη)!(ρη)

∗G //

ad

OO

(i
′
)∗R(j

′
)∗(µη)!(ρη)!(ρη)

∗G .

ad

OO

Here the commutative rectangle arises from the functoriality of (10.8.4) for the adjunction
morphism (ρη)!(ρη)

∗G → G, ε is induced by ε1 and ε2, and η makes the diagram commutative.

If X is proper over T , then, by Lemma 10.8, (10.8.1) becomes an exact sequence

(10.8.7) . . .→ Hν(Xs, i
∗F) sp→Hν(Xη, j

∗F)→ Hν(Xs, RΦF)→ Hν+1(Xs, i
∗F)→ . . . ,

by replacing Hν(Xs, RΨηF) by Hν(Xη,F) via Ψ. Hence the study of sp is reduced to the
calculation of RΦF .

This is a local problem, more precisely: for a geometric point a of Xs, the stalk (RΦF)a
in a depends only on the strict henselization Oh

X,a of X in a, since this holds for Fa and

(Rj∗j
∗F)a, and one has a an excellent triangle

Fa −→ (Rj∗j
∗F)a −→ (RΦF)a −→ .

By the next lemma, RΦF is concentrated only in the singular points of f , if F is locally
constant on the smooth locus of f .

Lemma 10.9 If f is smooth and F is locally constant, then RΦF = 0.

Proof Since one can test the vanishing on étale neighborhoods, F = Λ is constant without
restriction. We have to show that

(10.9.1) i
∗
Λ

i
∗
ad−→ i

∗
Rj∗j

∗
Λ

is a quasi isomorphism. We consider the cartesian diagram

Xη
j //

fη

��

X

f
��

Xs
ioo

fs

��
η

j // T s .
ioo
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First we note that the canonical morphisms

ΛT
ad−→ j∗j

∗
ΛT −→ Rj∗j

∗
ΛT

become isomorphisms after applying i
∗
, since for π1 : η → η we have

(Rνj∗Λ)s = (Rνj∗π1∗Λ)s = Hν(I, IndI(Λ)) ,

where IndI(Λ) denotes the induced module. Furthermore it is known that an induced module
is cohomologically trivial, hence Hν(I, IndI(Λ)) = 0 for ν > 0, while H0(I, IndI(Λ)) = Λ.

This implies the claim of 10.9 by applying i
∗
to the base change morphism

f ∗Rj∗Λη −→ Rj∗f
∗
ηΛη = Rj∗j

∗
ΛX ,

since the latter is a quasi isomorphism by the smooth base change theorem, which we will
now recall:

COH 14 = Theorem 10.10 Smooth base change: Let

X ′
f ′ //

π′

��

X

π
��

Y ′
f // Y

be a cartesian diagram with quasi-compact π and smooth f . If F is a torsion sheaf on
X, whose torsion is prime to char(X) (i.e., for all x ∈ X, char(k(x)) = 0 holds or the
multiplication with char(k(x)) is an isomorphism on F), then the base change morphism

f ∗Riπ∗F −→ Riπ′∗f
′∗F

is an isomorphism for all i ≥ 0.

For the proof see [Mi] VI §4: In the Proof of Lemma 10.9, we have f = f and π = j.
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11 Cohomology of affine and projective spaces, and the

purity theorem

In this chapter we use the smooth base change theorem for proving three other important
theorems which were used by Deligne.

Theorem 11.1 (Homotopy invariance) Let S be a locally noetherian scheme and let F be
an étale torsion sheaf on S whose torsion is prime to the characteristics on S (This means:
If U → S is étale and a ∈ F(U) and m ∈ N with m · a = 0, then m is invertible on S,
i.e., invertible in Γ(S,OS), i.e., invertible in k(s) for every s ∈ S). Then for the morphism
π : A1

S → S, the induced morphism

π∗ : H i(S,F) ∼→ H i(A1
S, π

∗F) ,

is an isomorphism for all i ≥ 0.

(By iteration one obtains H i(S,F) ∼→ H i(An
S,F) for all i ≥ 0).

Proof : By considering the spectral sequence

Ep,q
2 = Hp(S,Rqπ∗π

∗F)⇒ Hp+q(A1
S, π

∗F)

it suffices to show:

(i) F ∼→ π∗π
∗F is an isomorphism,

(ii) Rνπ∗π
∗F = 0 for ν > 0

(i.e., F → Rπ∗π
∗F is a quasi isomorphism).

Proof of (i) and (ii): Since any torsion sheaf is a filtered inductive limit of constructible
sheaves, we may consider these, and since we can check the vanishing of sheaves on an étale
covering, we may assume that F is constant. Hence we may consider Z/r with r invertible
on S. Furthermore, the claim holds if it holds for all strict Henselizations in all points of S.
We use induction over the dimension of S. Let S = Spec(R) be for a reduced strict henselian
ring with closed point s. For dim(S) = 0, R = k is a separably closed field, and, since r is
invertible in k, we obtain :

H0(A1
k,Z/r) = Z/r ,

H1(A1
k,Z/r) ∼= H1(A1

k, µr)
∼→ Pic(A1

k)[r] = 0 ,
Hν(A1

k,Z/r) = 0 for ν > 1 by weak Lefschetz.

For dim(S) > 0 let U = S r {s}. Then we have dim(U) < dim(S) and we can assume that

the claim is already proven for U . Let U
j
↪→ S be the open immersion. In the distinguished

triangle

(11.1.1) Z/r → Rj∗j
∗Z/r → G → ,

G is concentrated in s (apply j∗), and thus G → Rπ∗π
∗G is a quasi isomorphism. It thus

suffices to show that

(11.1.2) Rj∗j
∗Z/r → Rπ∗π

∗Rj∗j
∗Z/r
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is a quasi isomorphism; then by (11.1.1) the claim follows for Z/r as well. But (11.1.2) is the
composition of

Rj∗j
∗F

(1)→
∼
Rj∗Rπ∗π

′∗j∗F = Rπ′∗Rj
′
∗π
′∗j∗F

(2)→
∼
Rπ∗π

∗Rj∗j
∗F

where F = Z/r, and the morphisms come from the cartesian diagram

(11.1.3) A1
U
� � j′ //

π′

��

A1
S

π

��
U � � j // S .

Now (1) is a quasi isomorphism by validity of the claim on U , and (2) is a quasi isomorphism
by smooth base change for (11.1.3) (smooth morphism = p, structural morphism = j).

Next consider projective spaces.

Theorem 11.2 Let q : P = PmS → S be the m-dimensional projective space over the scheme
S, and let r ∈ N be invertible on S. There are canonical isomorphisms

Riq∗Z/r ∼=
{

Z/r(−j) , i = 2j even, 0 ≤ i ≤ 2m,
0 , otherwise

More precisely, for m ≥ 1 we have:

(i) R2q∗Z/r ∼= Z/r(−1), and
(ii) the cupproduct induces an isomorphism (R2q∗Z/r)⊗j

∼→ R2jq∗Z/r for j ≤ m.

Proof The Kummer sequence 0 → µr → Gm
r→ Gm → 0 gives a canonical element η ∈

H2(PmS , µr), the image of the class of the canonical OP -Moduls O(1) under the connecting
morphism δ

P ic(P ) = H1(P,Gm)
δ→ H2(P, µr) .

Denote by η also the image of η under the canonical morphism

H2(P, µr)→ H0(S,R2q∗µr)

(note that R2q∗µr is the associated sheaf to the presheaf U 7→ H2(PmU , µr)). We claim that
R2q∗µr ∼= Z/r, with base η, and that Riq∗Z/r = 0 for i odd or i > 2m. By proper base
change it suffices to prove this on the fibers of q, i.e., for S = Spec , k k separably closed.
Then we have a decomposition

H = Pm−1k

i
↪→ Pmk

j
←↩ Am

k = Pmk −H ,

where H is a hyperplane in Pmk . The long exact sequence

. . .→ Hν
c (Am

k )→ Hν(Pmk )
i∗→ Hν(Pm−1k )→ Hν+1

c (Am
k )→ . . .

(constant coefficients) and the fact that we have canonical isomorphisms

Hν
c (Am

k )
∼= H2m−ν(Am

k ,Z/r(m))∨ =

{
0 , ν ̸= 2m
Z/r(−m) , ν = 2m
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by Poincaré-duality and by Theorem 11.1, show inductively

H2(Pmk , µr) ∼= Z/r, with base η ,

H i(Pmk ) =
{

0 , i odd or i > 0,
Z/r(−j) , 0 ≤ i = 2j ≤ 2m.

To show (ii), it suffices to show that H2m(Pmk ,Z/r(m)) is generated by ηm. This follows from
the fact that tr(ηm) = deg(ηm) = 1.

Now we consider the so-called purity.

COH 15= Theorem 11.3 (Purity): Let S be a scheme and let (Y,X) be a smooth S-pair
of codimension c, i.e., one has a diagram

Y � � i //

g
��?

??
??

??
? X

f��~~
~~
~~
~~

S

where f and g are smooth, and i is a closed immersion such that the geometric fibers Yx ↪→ Xs

have constant codimension c for all s ∈ S. Let F be a locally constant constructible Z/r-
sheaf, with r invertible on S. Then we have

Rνi!F =

{
0 ν ̸= 2c,
i∗F ⊗R2ci!Z/r , ν = 2c.

Furthermore R2ci!Z/r is (étale) locally isomorph to Z/r(−c), and compatible with base
change on S.

Equivalent: Let j : U ↪→ X the open complement of Y , then F ∼→ j∗j
∗F , Rij∗j

∗F = 0 for
i ̸= 0, 2c − 1, and i∗R2c−1j∗j

∗F is locally isomorph to i∗F(−c), and compatible with base
change on S.

Proof The equivalence of the conditions follows from the distinguished triangle

(11.3.1) i∗Ri
!F → F → Rj∗j

∗F → .

We prove the second version. The claim is local on X for the étale topology, therefore without
restriction F = Λ is constant and (Y,X) is the smooth S-pair

Am−c
S

� � //

""E
EE

EE
EE

E
Am
S

}}||
||
||
|

S .

By induction it suffices to consider the case c = 1, and one can use Am−1
S as base, i.e., without

restriction we consider S ↪→ A1
S (the zero section). In the same way we can consider the zero

section S ↪→ P1
S (note that for i : S

i′→ A1
S

j′→ P1
S we have: i′ = (i′)!(j′)∗), i.e., we have to

show the claim for the diagram

Y = S � � i //

!!B
BB

BB
BB

BB
P1
S

q

��

A1
S

? _
joo

p
~~||
||
||
||

= U

S .
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For this consider the Leray spectral sequence

Es,t
2 = Rsq∗R

tj∗Λ ⇒ Rs+tp∗Λ .

For t > 0, Rtj∗Λ is concentrated in S, since then j∗Rtj∗Λ = 0 (one has j∗Rj∗Λ ∼= Λ). For
t = 0, we claim that j∗Λ = Λ. This can be checked in the stalks at geometric points x of
X. For x over U , the claim is obvious; hence let x be over S and let X̃ = SpecOhX,x be the
strict henselization of X in x. Then we have

(j∗Λ)x = H0(U ×X X̃,Λ) ,

and hence we have to show that U ×X X̃ is connected. Since we took the Henselization in
x, we can assume without restriction that S = Spec(A) is affine, and consider the situation

S
i
↪→ A1

S = Spec(A[T ])
j
←↩ Gm,S = Spec(A[T, T−1]) .

Then U ×X X̃ = Spec(R[T, T−1]), where R = OhX,x and T also denotes the image of T
in R. Since T is not a zero divisor in R, D(T ) = Spec(R[T, T−1]) is dense in Spec(R) (If
∅ ̸= D(f) = SpecRf is a standard-affine set, then fT is not nilpotent, hence ∅ ̸= D(fT ) =
D(f) ∩D(T )). Since R is connected, this also holds for R[T, T−1].

Hence, in the spectral sequence above, we have Rsq∗R
tj∗Λ = 0 for s > 0 and t > 0, since

Rsq∗i∗F = Rsid∗F = 0 for s > 0 and every sheaf F on S. Since furthermore Rs+tp∗Λ = 0
for s+ t > 0 by Theorem 10.1, we have

q∗R
tj∗Λ

d0,tt+1→
∼
Rt+1q∗(j∗Λ) = Rt+1q∗Λ

for t ≥ 1. Since Rtj∗Λ
∼→ i∗i

∗Rtj∗Λ for t ≥ 1, we get

i∗Rtj∗Λ
∼→ Rt+1q∗Λ ∼=

{
Λ(−1) t = 1
0 t > 1

by Theorem 11.2, and thus the claim – the base change property follows from the fact that
Rtj∗Λ is universally locally constructible (i.e., locally constructible in an arbitrary situation
U ′ ↪→ X ′ obtained by base change (compare [Mi] VI Proof of 2.3, V 1.7).

Remark 11.4 In the situation of 11.3, if S = Spec k for a field k, one can show that one
has a canonical isomorphism

R2ci′Λ ∼= Λ(−c)

This provides a canonical isomorphism Λ
∼→ R2ci′Λ(c), or in other words, a canonical element

in H0(Y,R2ci′Λ(c)) which is also called the local cycle class of Y .
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12 Local Lefschetz theory

In both papers of Deligne the induction principle is given by the theory of Lefschetz pencils.
The idea is to fiber a given varietyX over a curve – even over the P1 – in the best possible way,
i.e., to to construct a morphism f : X → P1 which has mild singularities. Then one can study
the cohomology of a sheaf F onX by using the Leray spectral sequence for f . The calculation
of the higher direct image sheaves Rjf∗F is related to the cohomology on the fibers, which
have smaller dimension than X. If the fibers have only mild singularities, then the Rjf∗F
differ only slightly from smooth sheaves, and the cohomology groups H i(P1, Rjf∗F) are
accessible for calculation.

Such a morphism f can not be found in general, but the following result, which we will prove
in §14, suffices for the application.

Theorem 12.1 Let X be a smooth projective variety over a algebraic closed field k. Then
there are morphisms

X
π←−
∼
X

f−→ P1
k

with the following properties:

(i)
∼
X is a blowing-up of X in a smooth, closed subvariety A ⊂ X of codimension 2, in

particular,
∼
X is smooth and projective.

(ii) The fibers of f are smooth except for some fibers over a finite set Σ of closed points in
P1
k.

(iii) For s ∈ Σ the fibers Xs of f over s have exactly one singular point, which is an ordinary
quadratic singularity (see below).

Remark 12.2 The morphisms are constructed as follows. LetX ↪→ PNk be a closed immersion
and let (PNk )∨ be the duale projective space, which parametrizes the hyperplanes in PNk : If
PNk has the homogeneous coordinates X0, . . . , XN , then the point (a0 : . . . : aN) ∈ (PNk )∨(k)
corresponds to the hyperplane with the equation a0X0+ . . .+aNXN = 0. If L ∼= P1

k ↪→ (PNk )∨
is a line, then this gives a family

(Ht)t∈P1
k

of hyperplanes, and the hyperplane sections Xt = X · Ht = X ×PN
k
Ht form a family, for

which the following holds if L is suitably chosen: For t1 ̸= t2 set A = Ht1 ∩Ht2 . Then A is
independent of t1, t2 and of codimension 2 in X, and (Xt) is the family of hyperplane sections
which contain A. There is a morphism

X̃

f
��

P1
k

with fibers X̃t = Xt, and X̃ is the blowing-up of X in A.
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Picture (for surfaces):

�

?

A
π

f

P1
k

X̃

X

Furthermore there are lines P1
k ⊂ (PNk )∨ which satisfy the properties in 12.1. Then π : X̃ → P1

k

is called a Lefschetz bundle and A the axis of the bundle.

We recall the following

Definition 12.3 Let k be an algebraically closed field and let Y be a scheme of finite type
over k. A closed point y ∈ Y is called an ordinary quadratic singularity, if the completion
ÔY,y of the local ring OY,y at y is isomorphic to a ring of the form

k[[x0, . . . , xn]]/⟨g⟩ ,

where g ∈ ⟨x0, . . . , xn⟩2 and
g ≡ Q mod ⟨x0, . . . , xn⟩3

with a non-trivial quadratic form Q(x0, . . . , xn) which is smooth, i.e., for which the subvariety
in Pnk defined by Q = 0 is smooth.

If k is arbitrary with algebraic closure k, then y is called ordinary quadratic singularity, if
all points of Y ×k k over y are ordinary quadratic singularities.

Remark 12.4 (a) The number n is the local dimension of Y at y.

(b) From the theory of quadratic forms (compare Bourbaki Algèbre Chap. X) and the Jacobi
criterion for smoothness it follows easily that the following claims are equivalent:

(i) Q is non-trivial and smooth,

(ii) By linear base change, Q can be brought into the following standard form Qn:

Qn(x0, . . . , xn) =

{
x0x1 + x2x3 + . . .+ xn−1xn , if n is odd,
x20 + x1x2 + x3x4 + . . .+ xn−1xn , if n is even.

(c) If char k ̸= 2 or n is odd, then this is also equivalent to:
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(iii) the symmetric bilinear form associated to Q

B(x, y) = Q(x+ y)−Q(x)−Q(y)

is non-degenerate, or

(iv) the Hesse matrix ( δ2Q
δxiδxj

(0)) is invertible. If these conditions are satisfied, then Q (and

the singularity y) is called non-degenerate.

(d) If char k = 2 and n is even, then there are no non-degenerate Q and y.

(e) If n = 1, then ÔY,y
∼= k[[x0, x1]](x0x1), and one calls y an ordinary double point. This

notation is sometimes used for arbitrary n.

We now study the morphism f : X̃ → P1
k = S for the Lefschetz bundle at the bad places

s ∈ Σ. Here we can pass to the henselization OhS,s; this is a henselian discrete valuation ring.

We consider more generally the following situation. Let T = Spec(A) for a henselian discrete
valuation ring A, let s ∈ T be the closed point and η ∈ T the generic point. Furthermore let

f : X → T

be a proper surjective morphism. By §10, the higher direct image sheaf Rif∗F for a sheaf F
on X is described by the triplet

((Rif∗F)s, (Rif∗F)η, sp : (Rif∗F)s → (Rif∗F)Iη) ,

where I ⊂ Gk(η) is the inertia group. Since f is proper, this can be identified by proper base
change with the triplet

(H i(Xx,F), H i(Xη,F) , sp : H i(Xs,F)→ H i(Xη,F)I),

where Xs = X ×T s = Xs ×k(s) k(s) and Xη = X ×T η = Xη ×k(η) k(η) are the geometric
fibers of f at s and η.

The following theorem is the main result of the local Lefschetz theory.

Theorem 12.5 Let f : X → T be a flat proper morphism of fiber dimension n such that
the generic fiber Xη is smooth and the geometric special fiber Xs has exactly one singular
point a; let this be an ordinary quadratic singularity. Finally let Λ = Z/ℓr for an r ∈ N and
a prime number ℓ which is invertible on T .

(a) For ν ̸= n, n+ 1, sp : Hν(Xx,Λ)→ Hν(Xη,Λ) is an isomorphism.

(b) If n = 2m+ 1 is odd, then over an étale covering of T we have:

(i) There is an exact sequence of Gal(k(η)/k(η))-modules

0→ Hn(Xs,Λ)
sp→Hn(Xη,Λ)

α→Λ(m− n)→ Hn+1(Xs,Λ)
sp→Hn+1(Xη,Λ)→ 0 .

(ii) Let the so-called vanishing cycle δ ∈ Hn(Xη,Λ)(m) be defined by the fact that α(x) =
< x, δ> for x ∈ Hn(Xη,Λ) where

< , >: Hn(Xη,Λ)×Hn(Xη,Λ)(m)→ H2n(Xη,Λ)(m)
tr→ Λ(m− n)
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is the composition of the cup product and the trace map.

Then there is a Gal(k(s)/k(s))-equivariant character

χ : I → Zℓ(1) ,

such that for x ∈ Hn(Xη,Λ) and σ ∈ I we have the following Picard-Lefschetz-formula

(12.5.1) σx = x+ χ(σ)⟨x, δ⟩δ .

(iii) We have χ = a tℓ for some a ̸= 0 in Z, where

tℓ : I → Zℓ(1)

is the fundamental character: its reduction modulo ℓr, tℓr : I → µℓr , is given by χ(σ) =
σ( ℓr
√
π)/ ℓr
√
π for every prime element π in A = O(T ).

(c) If n = 2m is even, then, by passing to a finite étale covering of T , there is a non-trivial
character

ϵ : Gη → {±1}

such that the following holds:

(i) There is an exact sequence of Gal(k(η/k(η))-modules

0→Hn(Xs,Λ)
sp→Hn(Xη,Λ)

α→Λ(m− n)(ϵ)→Hn+1(Xs,Λ)
sp→Hn+1(Xη,Λ)→0 ,

where Λ(m− n)(ϵ) = Λ(m− n)⊗ Λ(ϵ). Here, Λ(ϵ) ∼= Λ as an abelian group, with operation
of Gη via ϵ.

(ii) The Picard-Lefschetz-formula here is

σx = x± ϵ(σ)− 1

2
⟨x, δ⟩δ ;

in particular, we have σx = x for σ ∈ Ker(ϵ).

We only prove (a) and (b) (i) and (ii), for odd n = 2m + 1, since we need only this below.
We use the following local description of ordinary quadratic singularities.

Lemma 12.6 Let T = SpecA for a strictly henselian ring A and let f : X → T be a flat
morphism of finite type. Let the relative dimension n of f be odd. Then the fiber Xs over
the closed point s ∈ T has an ordinary quadratic singularity in a closed point y ∈ Xs if and
only if there is a λ ̸= 0 in the maximal ideal m of A, so that X at y as an A-scheme is locally
isomorphic to Xn,λ = Spec Rn,λ at yn for the étale topology, where

Rn,λ = A[x0, . . . , xn]/(Qn + λ)

and yn = Spec (Rn,λ/m + (x0, . . . , xn)) (i.e., over A there are isomorphic étale neighbor-
hoods of the geometric points y and yn, i.e., the strict henselizations Oh

X,y and OXn,λ,yn are
isomorphic over A). Here we have

Qn(x0, . . . , xn) = x0x1 + x2x3 + . . .+ xn−1xn
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(compare 12.4 (b)).

Proof : See SGA 7, 2, XV 1.3.2.

Now we use the theory of the vanishing cycles from §10.

In particular, by Lemma 10.9, for an isolated ordinary quadratic singularity as in 12.5, the
complex RΦΛ is concentrated in the singular point a. By 12.6, for calculating the stalk at a
it suffices to consider the following situation, where, as in 12.6, T = SpecA.

Let X ⊂ Pn+1
T be the projective quadric of relative dimension n, which is defined via the

equation
Qn(X0, . . . , Xn) + λXn

n+1 = 0 , 0 ̸= λ ∈ m ,

(with Q as above, hence with n odd). Let Y ⊂ X ⊂ Pn+1 be the hyperplane section with
the hyperplane Xn+1 = 0 , i.e., defined by

Qn(X0, . . . , Xn) = 0 in < Xn+1 = 0 >∼= PnT ,

and let
◦
X = X − Y be the open complement, which is the singular quadric

Qn(x0, . . . , xn) + λ = 0 .

in an affine space An+1
T = Pn+1

T −H with coordinates x0 =
X0

Xn+1
, . . . , xn = Xn

Xn+1
. Then

◦
X has

exactly one ordinary quadratic singularity in the point a = (0, . . . , 0) of the special fiber
◦
Xs.

Lemma 12.7 The following canonical maps (for Ψ and Ψ′ see 10.8) are isomorphisms for
all i, where Λ = Z/ℓr for r ∈ N and a prime ℓ invertible on T .

(a) H i(
◦
Xη,Λ)

Ψ−→H i(
◦
Xs, RΨηΛ),

(b) H i(
◦
Xs, RΨηΛ)

∼→ H i({a}, RΨηΛ) = (RiΨηΛ)a .

(c) H i
c(
◦
Xs, RΨηΛ)

Ψ′→ H i
c(
◦
Xη,Λ) ,

(d) H i
{a}(

◦
Xs, RΨηΛ)→ H i

c(
◦
Xs, RΨηΛ).

Proof of Lemma 12.7 (b): By Lemma 10.9, RΦΛ is concentrated in the point a; hence
we have (b) for RΦΛ instead of RΨηΛ. By the distinguished triangle

sp∗Λ ◦
Xs
−→ RΨηΛ −→ RΦΛ −→

and the five lemma it suffices to consider Λ ◦
Xs

, and the claim (b) follows with Z =
◦
Xs and

f = Q from the first claim of the following lemma.

Lemma 12.8 Let k be a field and let Z ⊆ An+1
k be defined by a homogeneous equation

f(x0, . . . , xn) = 0. Then, for every r ∈ N invertible in k and all i, the restriction maps

(1) H i(Z,Z/r) −→ H i({0},Z/r)

(2) H i
{0}(Z,Z/r)→ H i

c(Z,Z/r)
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are isomorphisms.

Proof (1): Consider the morphisms

(12.8.1) Z
f0 //

f1
// Z × A1 m //

p

��

Z

Z

where f0(x) = (x, 0), f1(x) = (x, 1), m((x0, . . . , xn), y) = (yx0, . . . , yxn) and p is the first
projection. By Theorem 11.1,

p∗ : H i(Z,Z/r) −→ H i(Z × A1,Z/r)

is an isomorphism. Since pf0 = pf1, we conclude that f ∗0 = f ∗1 on H i(Z × A1,Z/r), hence
we also have (mf0)

∗ = f ∗0m
∗ = f ∗1m

∗ = (mf1)
∗. But mf0 is the map sending everything to

0 = (0, . . . , 0), and mf1 is the identity. This implies the claim: for the structural morphism
π : Z −→ Spec k and the rational point given by the zero section i0: Spec k −→ Z we have
πi0 = id, therefore i∗0π

∗ = id; on the other hand we also have π∗i∗0 = (i0π)
∗ = (mf0)

∗ =
(mf1)

∗ = id.

(2): By assumption Z ⊆ An+1
k is described by a homogeneous equation f(x0, . . . , xn) = 0.

Let W ⊆ Pn+1
k be described by f(X0, . . . , Xn) = 0 and let

V = W∩ < Xn+1 = 0 > .

Then Z =W − V ⊆ W , and the diagram (12.8.1) extends to a diagram

(12.8.2) W
f0 //

f1
//W × A1

p

��

µ //W

W

where f0 = (id, 0) is again the zero section and f1 = (id, 1) is the unit section, and where
µ((X0 : . . . : Xn+1), λ) = (X0 : . . . : Xn : λXn+1). Let W

′ = W − {(0 : . . . : 0 : 1)}. For the
morphisms π : W ′ → V, x 7→ (X0 : . . . : Xn : 0), and V

i
↪→ W ′ we have πi = id and thus

i∗π∗ = id in the cohomology, and furthermore iπ = µf0 and thus π∗i∗ = f ∗0µ
∗ = f ∗1µ

∗ =
(µf1)

∗ = id, where the equalities f ∗0 = f ∗1 follows as in (1). Hence i∗ is an isomorphism. The
claim now follows with the commutative exact diagram

. . . // Hν
{(0:...:0:1)}(W )

��

// Hν(W ) // Hν(W ′) //

i∗

��

. . .

// Hν
c (Z) // Hν(W ) // Hν(V ) // . . . .

Proof of Lemma 12.7 (a): We want to show the bijectivity of the canonical maps

Ψ : H i(
◦
Xη,Λ) −→ H i(

◦
Xs, RΨηΛ) .
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By construction of Ψ it suffices to show that the base change morphism for g :
◦
XT −→ T ,

i
∗
Rg∗Rj∗Λ −→ R(gs)∗i

∗
Rj∗Λ

is a quasi-isomorphism. We have a commutative diagram

X − {a}

u

��

◦
XT − {a}

u′��

? _
µ′oo

Y

κ′
=={{{{{{{{{{{

� � κ // X

f

%%LL
LLL

LLL
LLL

LLL
L

◦
XT? _

µoo

g

��

◦
Xη? _

joo

j1

bbFFFFFFFFFFF

gη

��
T η .

joo

If we set g1 = gu′, then, by smooth base change, the base change morphism

g∗1Rj∗Λη
∼−→R(j1)∗Λ

is a quasi-isomorphism. For simplicity, we assume that T = SpecA where A is the integral
closure of A in K(η). Then j is an open immersion and Rj∗Λη = j∗ Λη = Λ, hence

Rj∗Λ = R(u′)∗R(j1)∗Λ
∼= R(u′)∗g

∗
1Λ = R(u′)∗Λ .

Hence we have to show that the base change morphism

i
∗
Rg∗Ru

′
∗Λ −→ R(gs)∗i

∗
Ru′∗Λ

is a quasi-isomorphism. There is a distinguished triangle

E −→ Λ −→ Ru′∗Λ −→ ,

in which E is concentrated in {a}. Since {0} −→
◦
X

g−→T is proper, base change holds for E ;
by the five lemma we can therefore replace Ru′∗Λ by Λ. Since f is proper, base change holds
for Rf∗, and we have to show base change for Rµ∗Λ and i

∗
. By the distinguished triangle

κ∗Rκ
!Λ −→ Λ −→ Rµ∗µ

∗Λ −→ ,

it suffices to show base change for Rκ!Λ and i
∗
. But we have Rκ!Λ = R(κ′)!u∗Λ = R(κ′)!Λ,

and the claim follows by purity for the smooth T -pair (Y ,X−{a}), which says that R(κ′)!Λ
is locally isomorphic to Λ[−1].

Proof of 12.7 (d): We have a distinguished triangle

sp∗Λ→ RΨηΛ→ RΦΛ→ ,

where RΦΛ is concentrated in a. Thus it suffices to consider Λ, and the claim follows from
12.8 (2).
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Proof of 12.7 (c): The diagram of schemes

Y

h
��<

<<
<<

<<
<<
� � κ // X

f
��

◦
XT
? _

µoo

g
����
��
��
��

T

induces the following morphism of long exact cohomology sequences

�� ��

Ψ′◦
X
: H i

c(
◦
Xs, RΨηΛ) //

(1)
��

H i
c(
◦
Xη,Λ)

��
Ψ−1X = Ψ′X : H i(Xs, RΨηΛ)

∼ //

(2)
��

H i(Xη,Λ)

��
Ψ̃−1 = Ψ̃′ : H i(Ys, κ

∗
sRΨηΛ)

��

∼ // H i(Yη,Λ)

��

The rectangles (1) exist by 10.8 (ii) (b), and Ψ′X is an isomorphism since X is proper over
T .

With the notations from the following diagram

◦
Xη � � j0 //
_�

µη

��

◦
X
_�

µ

��

◦
Xs
_�

µs

��

? _
i0oo

Xη
� � j //

fη

��

X

f

��

Xs
ioo

fs

��

Yη
/ O

κη
__????????

����
��
��
��
�

� � jY // Y
. N

κ

^^<<<<<<<<

����
��
��
��

Y s

/ O

κs

__????????

��~~
~~
~~
~~
~
? _

iYoo

η
j // T s? _

ioo

the rectangles (2) are induced by the following commutative diagrams of complexes (by
taking global sections):

R(fs)∗i
∗
Rj∗j

∗
Λ

��

i
∗
Rf∗Rj∗j

∗
Λ∼

ΨXoo

��

R(fs)∗i
∗
Rj∗(κη)∗(κη)

∗j∗XΛ i
∗
Rf∗Rj∗(κη)∗(κη)

∗j∗XΛ∼
Ψ̃oo
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Here, ΨX and Ψ̃ are isomorphisms by proper base change. By definition, the bottom right
hand corner gives the cohomology H i(Yη, (κη)

∗j∗XΛ) = H i(Yη,Λ).

For the bottom left hand corner, we have an isomorphism

i
∗
Rj∗(κη)∗κ

∗
ηjΛ

(1)
= i

∗
κ∗R(jY )∗κ

∗
ηj
∗
Λ

(2)
= (κs)∗i

∗
YR(jY )∗Λ

(3)
= (κs)∗Λ ,

in which (1) comes from the composition of derived functors (where κ∗ = Rκ∗, since κ∗
is exact), (2) comes from proper base change, and (3) comes from the canonical morphism
Λ→ i∗YR(jY )∗Λ = RΨY

η Λ into the nearby cycles of Y , which is an isomorphism, since Y → T
is smooth.

In the same way, the canonical morphism

Λ→ RΨηΛ

induces an isomorphism
Λ = κ∗sΛ→ κ∗sRΨηΛ

into the nearby cycles of X, since X is smooth at all points x ∈ Ys. Hence the bottom left
hand corner gives the cohomology H i(Ys, κ

∗
sRΨηΛ), which shows the commutativity of the

rectangle (2) .

Both columns are exact, and this implies that Ψ′(
◦
X) is an isomorphism as well.

Now we calculate the vanishing cycles. By 12.7 (a) and (b) we have isomorphisms

H i(
◦
Xη,Λ)

∼−→ (RiΨηΛ)a, ;

therefore we have to calculate the geometric cohomology of the smooth quadric
◦
Xη over η.

Hence let k be a field, let X ⊆ Pn+1
k be a smooth quadric of dimension n, given by

q(x0, . . . , xn+1) = 0 ,

let Y = X ∩H a smooth hyperplane section and let
◦
X = X − Y be the open complement.

Moreover let
η ∈ H2(Pn+1

k
,Λ(1))

be the class of H (i.e., of the associated canonical bundle O(1)), and denote by η also the
image of η in H2(Xk,Λ(1) and H

2(Yk,Λ(1)).

Theorem 12.9 We have the following Gal(k/k)-isomorphisms:

(i) For X

(a)

Hν(Xk,Λ)
∼=

{
0 , ν odd,

Λ(−µ) , ν = 2µ ̸= n, 0 ≤ µ ≤ n.
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(b) There is a basis ξµ of H2µ(Xk,Λ(µ)) (2µ ̸= n) with

ηµ =

{
ξµ , 0 ≤ 2µ < n,

2ξµ , n < 2µ ≤ 2n .

(c) If n = 2m is even, then, by passing to a finite separable extension of k, one has Galois
isomorphisms

H2m(Xk,Λ)
∼= Λ(−m)⊕ Λ(−m) ,

H2m(Xk,Λ(m))/Ληm ∼= Λ .

(ii) For
◦
X: If n = 2m+ 1 is odd, then we have

Hν(
◦
Xk,Λ) =


0 ν ̸= 0, n,

Λ ν = 0,

(H2m(Yk,Λ(m))/Ληm)∨(−m− 1) ν = n = 2m+ 1.

Proof (Sketch) (i) One has a long exact cohomology sequence

. . .→ Hν
c (Pn+1

k
−Xk)→ Hν(Pn+1

k
)→ Hν(Xk)→ Hν+1

c (Pn+1

k
−Xk)→ . . . ,

(with coefficients Λ), and by weak Lefschetz (Pn+1 −X is affine, since X is defined by one
equation) we have Hµ

c (Pn+1

k
−Xk) = 0 for µ < n+ 1. Hence we get isomorphisms

Hν(Pn+1

k
)
∼−→Hν(Xk) for ν < n

and therefore the claim (a) for ν < n. For ν > n, (a) follows by Poincaré duality:

Hν(Xk)
∼= H2n−ν(Xk)

∨(−n) .

(b) follows from the fact that trXη
n =< Hn · X >= deg X = 2: In fact, if, for 2µ > n,

one chooses a generator ξµ with < ηn−µ · ξµ >= trX ηn−µξµ = 1, then ηµ = 2ξµ. (Obviously
(a) and (b) hold more generally for a hyperplane X of degree d in Pn+1

k , if one replaces the
number 2 in (b) by d; compare the calculation for complete intersections in SGA 4,XI 1.6).

For (c), we note that, after passing to a finite (separable) extension of k, we can assume via
linear change of coordinates that

q(x0, . . . , x2m+1) =
m∑
i=0

xixm+1+i .

The linear subspace Pmk ∼= D
α
↪→P2m+1

k defined by

x0 = x1 = . . . = xm = 0

is contained in X (In the terminology of SGA 4, XII 2.7, D is called a “génératrice”). For
the complement we have a well-defined morphism

p : X −D → Pmk
(x0 : . . . : x2m+1) 7→ (x0 : . . . : xm) .
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For every standard affine variety Ui =< xi ̸= 0 >⊆ Pmk (0 ≤ i ≤ m), we have

p−1(Ui)
∼−→Amk × Ui

x = (x0 : . . . : x2m+1) 7→ ((
xm+1

xi
,
xm+2

xi
, . . . , (

x̂m+1+i

xi
), . . . ,

x2m+1

xi
, p(x)) ,

where â denotes the omission of a. This shows that X −D is an affine fiber bundle over Pmk
and p has the same properties as p in Theorem 11.1, i.e.,

p∗ : H i(Pm
k
,Λ)

∼−→H i(Xk −Dk,Λ)

is an isomorphism. The relative cohomology sequence

. . .→Hν−1(Dk)→Hν
c (Xk −Dk)→Hν(Xk)→Hν(Dk)→Hν+1

c (Xk −Dk)→ . . .

(coefficients Λ) and Poincaré duality

Hν
c (Xk −Dk)

∼= H4m−ν(Xk −Dk)
∨(−2m) ∼= H4m−ν(Pm

k
)∨(−2m)

provide a commutative diagram with exact row

Λ(−m) Λ(−m)

0 // H2m(Pm
k
)∨(−2m) // H2m(Xk)

// H2m(Dk)
// 0

H2m(Pn+1

k
)

OO

α∗

88qqqqqqqqqqq

Here the restriction map α∗ is an isomorphism, since D is a linear subspace of Pn+1

k
(this

follows immediately from Theorem 11.2). Furthermore, the image of H2m(Pn+1

k
,Λ(m)) →

H2m(Xk,Λ(m)) is equal to Ληm, and we obtain (c).

(ii) now follows from the relative cohomology sequence

. . .→Hν−1(Xk)→ Hν−1(Yk)→ Hν
c (
◦
Xk)→ Hν(Xk)

β→Hν(Yk)→ . . . .

In fact, by the commutative diagram

H2µ(Xk)
// H2µ(Yk)

H2µ(Pn+1

k
) ∼ //

OO

H2µ(Hk) ,

OO

(µ < n)

and by (i), β is injective for ν = 2m and bijective for odd ν and for even ν ̸= 2m, ν < 2n =
4m + 2 (for ℓ = 2, consider first Λ = Z/2r for r ≥ 2 and then Z/2). From this it follows

immediately that Hν
c (
◦
Xk) = 0 for ν ̸= 2m+ 1, 2n, H2n

c (
◦
Xk)
∼= Λ(−n) and

H2m+1
c (

◦
Xk)
∼=Coker(H2m(Xk)→H2m(Yk))=(H2m(Yk,Λ(m))/Ληm)(−m) .
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The claim now follows with Poincaré duality for
◦
Xk.

Lemma 12.10 In the general situation of vanishing cycles, for every closed point a ∈ Xη

one has a canonical pairing

( , ) : (RνΨηΛ)a ×H2n−ν
{a} (Xs, RΨηΛ)→ Λ(−n) .

For every étale neighborhood U of a in X, this pairing is compatible with the Poincaré
pairing on Uη i.e., the diagram

(12.10.1) (RνΨηΛ)a × H2n−ν
{a} (Xs, R

νΨηΛ) //

��

Λ(−n)

Hν(Us, R
νΨηΛ)

OO

H2n−ν
c (Us, R

νΨηΛ)

Ψ′

��
Hν(Uη,Λ)

Ψ

OO

× H2n−ν
c (Uη,Λ) // Λ(−n)

is commutative.

Proof : Since
(RνΨηΛ)a = (Rνj∗Λ)a = lim→

U

Hν(Uη,Λ) ,

where the limit runs over the étale neighborhoods of a, the pairing can be defined by passing
to the limit in the diagrams 12.10.1 – note that for U ′ → U the diagram of Poincaré pairings

Hν(U ′η,Λ) × H2n−ν
c (U ′η,Λ)

��

// Λ(−n)

Hν(Uη,Λ)

OO

× H2n−ν
c (Uη,Λ) // Λ(−n)

commutes.

Lemma 12.11 In the situation of Lemma 12.7, the canonical pairing

(RνΨηΛ)a ×H2n−ν
{a} (

◦
Xη, R

νΨηΛ)→ Λ(−n)

is non-degenerate.

Proof : By 12.7 (a) - (d), the vertical morphisms in (12.10.1) are isomorphisms for U =
◦
X,

furthermore the Poincaré pairing is non-degenerate for Uη, since this is smooth.

12.12 Now we collected all tools for the Proof of Theorem 12.5 (local Lefschetz theory)
(a) and (b) (i) +(ii), for n = 2m+ 1 odd:

Let f : X → T be flat with precisely one ordinary quadratic singularity a ∈ Xs. By the
theory of vanishing cycles, we have a long exact sequence of Gη-modules (see (10.8.2))

(12.12.1) → Hν(Xs,Λ)
sp−→Hν(Xη,Λ)→ (RνΦΛ)a → Hν+1(Xs,Λ)

sp−→Hν+1(Xη,Λ)→ .
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The calculation of (RνΦΛ)a is a local problem, and by Lemma 12.6, we can assume, by
passing to an étale covering of T , that f has standard form, i.e., that X is defined in Pn+1

T

by the equation
Qn(x0, . . . , xn) + λx2n+1 = 0 ,

for a 0 ̸= λ ∈ m. By Lemma 12.7 (a) and (b), we have isomorphisms

H i(
◦
Xη,Λ)

∼−→ (RiΨηΛ)a

for all i. Here
◦
Xη is the complement of the smooth hyperplane section Yη in Xη, which is

defined in < xn+1 = 0 > ∼= Pnη by

Qn(x0, . . . , xn) = 0

By 12.9 (d), we have

Hν(
◦
Xη,Λ) ∼=


0 ν ̸= 0, n
Λ ν = 0 ,
Λ(−m− 1) ν = n = 2m+ 1 .

In fact, for n = 2m+ 1, Qn(x0, . . . , xn) has the form
m∑
i=0

xi xm+1+i assumed in proof of 12.9

(c), and therefore H2m(Yη,Λ(m))/Ληm ∼= Λ. Together with the exact sequence

0→ Λ→ R0ψηΛ→ R0ΦΛ→ 0 ,

and the isomorphisms
RνψηΛ

∼−→Rν ΦΛ (ν > 0)

(implied by the distinguished triangle Λ→ RψηΛ→ RΦΛ→) we obtain

(12.12.2) (RνΦΛ)a =

{
0 ν ̸= n
Λ(−m− 1) ν = n = 2m+ 1 .

This gives isomorphisms

(12.12.3) Hν(Xs,Λ)
sp−→
∼

Hν(Xη,Λ) ν ̸= n, n+ 1

and an exact sequence of Gη-modules

(12.12.4) 0→Hn(Xs,Λ)
sp→Hn(Xη,Λ)

α→Λ(m− n)→Hn+1(Xs,Λ)→Hn+1(Xη,Λ)→0 ,

i.e., 12.5 (a) and (b) (i).

For the operation of the inertia group I on Hn(Xη,Λ), defined by 10.7, we consider the
variation

V ar(σ) : RΦΛ −→ RΨηΛ (σ ∈ I) .
Since RΦΛ is concentrated in a, the map induced in the cohomology factors as follows:

Hn(Xs, RΦΛ)
V ar(σ) //

��

Hn(Xs, RΨηΛ)

(RnΦΛ)a
V ara(σ)// Hn

{a}(Xs, RΨηΛ) ,

OO
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By (12.10.1) we have a commutative diagram of pairings

Hn(Xη,Λ)

α=Ψa

��

× Hn(Xη,Λ)
< , > // Λ(−n)

(RnΦηΛ)a
∼→ (RnΨηΛ)a × Hn

{a}(Xs, RΨηΛ
( , ) //

Ψ′a

OO

Λ(−n) ,

where the upper pairing is the non-degenerate Poincaré pairing, and the bottom is non-
degenerate by 12.11. Let ρ be a generator of (RnψηΛ)a(m+1) (∼= Λ), let ξ be the generator
of Hn

{a}(Xs, RψηΛ)(m) with

(12.12.5) (ρ, ξ) = 1 ,

and let
δ = Ψ′a(ξ) ∈ Hn(Xη,Λ(m)) .

Then we have (Ψax, ξ) = < x, δ >∈ Λ(m− n) for x ∈ Hn(Xη,Λ), and hence

α(x) = Ψa(x) = < x, δ > ·η .

In the exact sequence (12.12.4) we used the identification

Hn(Xη,Λ)
Ψ−→
∼

Hn(Xs, RΨηΛ) ,

and we note that this is the inverse of

Hn(Xs, RΨηΛ)
Ψ′−→
∼

Hn(Xη,Λ) .

This implies the formula

(σ − 1) x = Ψ−1 (σ − 1) Ψ x
= Ψ−1 V ar(σ) ResΨ x
= Ψ′a V ara(σ) Ψa x

for x ∈ Hn(Xη,Λ) , where Res : H
n(Xs, RΨηΛ)→ Hn(Xs, RΦΛ) is the restriction.

We now recall formula 10.8.2

V ar(στ) = V ar(σ) + V ar(τ) + V ar(σ)(τ − 1) .

Since I operates trivial on (RnΦΛ)a ∼= Λ(m− n), the last term is zero, and thus

V ara : I 7→ HomΛ ((RΦΛ)a, H
n
{a}(Xs, R Ψη Λ))

σ 7→ V ara(σ)

is a homomorphism. If we identify the target with

HomΛ ((RΦΛ)a(m+ 1), Hn
{a}(Xs, RΨη Λ(m))(1) = Λ(1) · φ ,

φ(ρ) = ξ (see 12.12.5), and V ara with a character

(12.12.6) χ : I −→ Λ(1) , V ara(σ) = χ(σ) · φ ,
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then we obtain the formula

(σ − 1) x = Ψ′a χ(σ) < x, δ > ξ = χ(σ) < x, δ > δ

i.e., 12.5 (b)(ii).

Remark 12.13 One can show that the isomorphism

(RnΨηΛ)a(m+ 1) ∼= Λ

is unique up to sign by the construction in 12.9. By this, the vanishing cycle δ is determined
up to sign as well. For given χ ̸= 0, δ as well is determined up to sign by the construction in
the proof and the formula

(σ − 1)x = χ(σ) < x, δ > δ .

Compare 12.5 (iii) -for the χ in (12.5.5), one can actually show that we have:

χ(σ) = (−1)m+1 v(λ) tℓ ,

where v is the normed valuation of A and λ is the element of 12.6.
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13 Proof of Deligne’s theorem

After the reductions in §6 (see the reductions 6 and 7) it suffices to show:

Theorem 13.1 Let X be a smooth projective, geometric irreducible variety of even dimen-
sion d over Fq. For every ι : Qℓ → C the eigenvalues of the Frobenius on Hd(X,Qℓ) are of
ι-weight ≤ d+ 1.

Proof We use induction over d (even). The case d = 0 is trivial; so let d = n+ 1 ≥ 2, n =
2m + 1. By possible base extension of Fq we may assume that X has a Lefschetz pencil
f : X̌ → P ∼= P1, defined over Fq, where, with the notations of Theorem 12.1,

(i) all assumptions of 12.1 hold,

(ii) U = P − Σ has an Fq-rational point u,
(iii) Xu = Hu ·X has a smooth hyperplane section Yu, defined over Fq.

By a theorem about the cohomology of blowing-ups (see SGA 5VII §8), Hd(X,Qℓ) is a direct

factor of Hd(X̃,Qℓ); more explicitly we have

Hd(X̃,Qℓ) ∼= Hd(X,Qℓ)⊕Hd−2(X ∩ A,Qℓ)(−1) ,

where A is the axis of the Lefschetz pencil. Since X ∩ A is of dimension d − 2, by in-
duction, Hd−2(X ∩ A,Qℓ) has eigenvalues of ι-weight ≤ d − 2 + 1 = d − 1, and hence
Hd−2(X ∩ A,Qℓ)(−1) has eigenvalues of ι-weight ≤ d + 1. Therefore it suffices to consider

the Frobenius eigenvalues on Hd(X̃, Qℓ). We have the Leray spectral sequence

(13.1.1) Ep,q
2 = Hp(P,Rqf∗Qℓ)⇒ Hp+q(X̃,Qℓ) ,

which is obtained from the spectral sequences

(13.1.2) Ep,q
2 = Hp(P ,Rqf∗Z/ℓνZ)⇒ Hp+q(X̃,Z/ℓνZ)

by passing to a projective limit over Z/ℓνZ and by tensoring with Qℓ (over the ring Zℓ =
lim
←,ν

Z/ℓνZ). By the proper base change theorem, all groups in (13.1.2) are finite, and the

projective limit is exact on projective systems of finite groups; therefore one obtains again a
spectral sequence (13.1.1) from the spectral sequences (13.1.2).

By (13.1.1) it suffices to show that the Frobenius-eigenvalues on Ep,q
2 are of ι-weight ≤ d+1 =

n + 2 for all (p, q) with p+ q = d = n + 1. Since Hp(P,−) = 0 for p ̸= 0, 1, 2, these are the
groups E0,n+1

2 , E1,n
2 and E2,n−1

2 .

(A): Consider E2,n−1
2 = H2(P ,Rn−1f∗Qℓ): Let Λ = Z/ℓνZ. For every closed point s of P

and the generic point η of P we noted that the specialization morphism

(13.1.3) (Rνf∗Λ)s → (Rνf∗Λ)η

can be identified with the specialization morphism

(13.1.4) Hν(Xs,Λ)
sp→ Hν(Xη,Λ)
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from Theorem 12.5 (proper base change; see the remarks before 12.5). By 12.5 (a), (13.1.4)
is an isomorphism for ν ̸= n, n + 1, therefore in particular for ν = n − 1. Hence (13.1.3)
is an isomorphism for ν = n − 1, and since this holds for all s, it follows that Rn−1f∗Λ
is locally constant (Lemma 2.6). Therefore Rn−1f∗Qℓ is smooth, and corresponds to a Qℓ-
representation of π1(P, η). But one knows that

(13.1.5) π1(P, η) = {1} .

(This follows from the Riemann-Hurwitz formula). Hence Rn−1f∗Qℓ is constant on P , and
by Lemma 8.1 (a) we have

H0(P ,Rn−1f∗Qℓ) = (Rn−1f∗Qℓ)y

for every geometric point y of P . By using y = u one obtains

(Rn−1f∗Qℓ)u = Hn−1(Xu,Qℓ) = Hn−1(Xu,Qℓ) ,

by proper base change. Furthermore we obtain an injection from weak Lefschetz

Hn−1(Xu,Qℓ) ↪→ Hn−1(Y u,Qℓ) ,

and by induction over dimension (dimY = dimX − 2 = n− 1), Hn−1(Y u,Qℓ) is of ι-weight
≤ n < n+ 2.

(B): Consider E0,n+1
2 = H0(P ,Rn+1f∗Qℓ): From the local Lefschetz theorem we get an exact

sequence for j : U ↪→ P :

(13.1.6) ⊕
s∈

∑Q(m− n)s → Rn+1f∗Qℓ → j∗j
∗Rn+1f∗Qℓ → 0 ,

where j∗j
∗Rn+1f∗Qℓ is constant on P and Qℓ(m− n)s denotes the sheaf Qℓ(m− n), concen-

trated in s. This follows from the exact sequence

(13.1.7) Qℓ(m− n)→ (Rn+1f∗Qℓ)s
sp→ (Rn+1f∗Qℓ)η → 0

(see Theorem 12.5 (b) (i)), and from the fact that f |U : X̃ ×p U → U is smooth and proper,
and hence Rνf∗Qℓ|U is smooth for all ν by the same argument as in (A) (since then the
vanishing cycles are zero, sp is an isomorphism for s ∈ U). Moreover, by the surjectivity
of sp in (13.1.7) for every s ∈ P , the inertia group Is ⊂ Gη operates trivially, so that the
operation of π1(U, η) factorizes over π1(P, η) = {1}, which corresponds to a constant sheaf
on P , with value Hn+1(Xu,Qℓ) = Hn+1(Xu,Qℓ). Since the functor i∗ is exact for i : Σ ↪→ P ,
we have Hp(P , i∗G) ∼= Hp(Σ,G) = 0 for p > 0 and every sheaf G on Σ, therefore for every
sheaf F on P , which is concentrated on Σ (⇔ j∗F = 0⇔ F = i∗i

∗F), hence also for every
quotient of ⊕sQℓ(m− n)s. This gives an exact sequence

(13.1.8) ⊕
s∈Σ

Qℓ(m− n)→ E0,n+1
2 → Hn+1(Xu,Qℓ)→ 0

By weak Lefschetz one has a surjection

Hn−1(Y u,Qℓ)(−1) � Hn+1(Hu,Qℓ) ,

and hence E0,n+1
2 is enclosed between sheaves, which have ι-weights −2m + 2n = −2m +

4m+ 2 = 2m+ 2 = d+ 1 and ≤ n− 1 + 1 + 2 = d+ 1, respectively
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(C): Consider E1,n
2 = H1(P ,Rnf∗Qℓ). For this case we need some preparations.

Definition 13.2 Let Z be an irreducible normal scheme and let D ⊆ Z be a divisor. Let η
be a generic geometric point of V = Z −D.

(a) For a geometric point a over a generic point a of D let OhZ,a be the henselization of Z in
a (since Z is normal and dimOZ,a = 1, this is a henselian discrete valuation ring), and set

Z(a) = Spec(OhZ,a) and
◦
Z(a) = Z(a)−{a} = Spec(Ka), where Ka = Quot(OhZ,a) (which is a

henselian discrete valuation field). Let OshZ,a be the strict henselization of OZ,a and let k(η)
be a separable closure of k(η). For every specialization map

Spec(k(η)) //

$$II
III

III
III

Spec(OshZ,a)

zzuuu
uu
uu
uu
u

Z

from η to a (see Definition 2.4; also called a path from η to a), the image of the homomorphism

π1(
◦
Z(a), η)→ π1(V, η) ,

induced by the factorization OZ,a → Ka → k(η), is called a decomposition group at a
(which is then well determined up to conjugation in π1(V, η)). Correspondingly, the image

of the inertia group of π1(
◦
Z(a), η) is called an inertia group at a. (One can also form this by

choosing different geometric “base” points s and t instead of η for π1(V,−) and π1(
◦
Z(a),−)

– in virtue of the isomorphisms π1(V, η)
∼→ π1(X, s) and π1(

◦
Z(a), η)

∼→ π1(
◦
Z(a), t), which

one obtains via specializations of η to s resp. t and which are unique up to conjugation)

(b) An étale covering V ′ of V is called tamely ramified along D, if for all geometric points a
of D the operation of the inertia groups at a on the π1(V, η)-set V

′
η = HomV (η, V

′) factorizes
over the tame quotient of the inertia group.

Remark 13.3 Let V ′ be a Galois covering of V , with Galois group G, and let Z ′ be the
normalization of Z in V ′ (resp. in the function field of V ′). Then the decomposition groups
over a are the groups {σ ∈ G | σa′ = a′} (= {σ ∈ G | σa′ = a′}) for a point a′ of V ′ over a
(a′ ∈ HomZ(a, Z

′), respectively). V ′ is tamely ramified at a, if the order of all inertia groups
over a in G is prime to charK(a). Sometimes, one calls Z ′ a tamely ramified covering of Z
along D.

It follows that there is a quotient πt1(Z,D, η) of π1(V, η), which classifies all tamely ramified
coverings on V along D: this is the quotient by the normal subgroup, which is generated by
all decomposition groups over all generic points a of D. An étale covering V ′ of V is tamely
ramified along D if and only if the operation of π1(V, η) on V ′η factorizes over πt1(Z,D, η).
One has surjections

π1(V, η) � πt1(Z,D, η) � π1(Z, η) .

Lemma 13.4 (Lemma of Abhyankhar) Let Z = Spec A be for a regular local ring A, let
f1, . . . , fr be a part of a regular parameter system and let D ⊂ Z be defined by the ideal
(f1 · f2 . . . fr) (this implies that D is a divisor with normal crossings). Let V ′ be an étale
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covering of V = Z −D , which is tamely ramified along D. Then there are n1, . . . , nr ∈ N,
which are prime to the residue characteristic p ofA, such that for

Z1 = Spec(A[T1, . . . , Tr]/(T
n1
1 − f1, . . . , T nr

r − fr))

the normalization Z ′1 of Z1 in V ×z Z1 is an étale covering of Z1:

V ′1 = V ′ × Z1

��

� � // Z ′1

étale
��

V1 = V ×Z Z1

��

� � // Z1

��
V = Z rD � � // Z

(Z ′1 = normalization of Z1 in V ′1). Z
′
1 is regular.

The proof is easy, see SGA 1 XIII 5.2.

Corollary 13.5 If, in 13.4, A is strictly henselian, then every connected tamely ramified
covering Z ′ → Z is a quotient of a Kummer covering Z1, as described in 13.4. In particular
there is a canonical isomorphism

tZ,D :
∏
ℓ ̸=p

Zℓ(1)
∼−→ Πt

1(Z,D, η) ,

where p is the residue characteristic of A.

Proof Since, in the situation of 13.4, the morphism Z1 → Z is finite, Γ(Z1,OZ1) is again
strictly henselian ([Mi] I 4.3). Therefore Z ′1 is the disjoint sum of copies of Z1, and the first
claim follows. The second claim follows from the fact that the inverse image V1 of V in Z1

is Galois over V with a Galois group

G
∼→

r∏
i=1

µni

σ 7→ (σ(Ti)/Ti ) = (σ ni
√
fi/

ni
√
fi) .

It follows that the factor µni
can be identified with the (!) decomposition group at the generic

point of SpecA/(fi) ⊆ D.

Now we return to our Lefschetz bundle for even n + 1 = dimX. We can assume that the
dimension of the dual variety X∨ ⊆ (PN)∨ is N − 1: If dimX∨ < N − 1, then, by 14.16,

there is a line P ⊆ (PN)∨ with P ∩X∨ = ∅, then U = P and f :
∼
X → P is smooth. Then

all Rνf∗Qℓ are smooth, therefore constant sheaves on P by (13.1.5), hence E1,n
2 = 0, since

H1(P,Qℓ) = Hom(π1(P ),Qℓ) = 0. For a generic geometric point η of P , we consider the
π1(U, η)-Qℓ-representation (ℓ ̸= char(k))

V = (Rnf∗Qℓ)η .

Proposition 13.6 By the assumptions, the operation of π1(U, η) on V factorizes over
πt1(P,Σ, η), i.e., V is tamely ramified along Σ.
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Proof For every s ∈ Σ, the operation of an inertia group at s is given by the local Lefschetz

theorem 12.5 (b) (ii) for the morphism
∼
X ×PSpec OhP,s → Spec OhP,s. Since with those

notations the operation depends only on a character

χ : I −→ Zℓ(1)

which is necessarily tame (since ℓ is different from the characteristic p of k(s)), the claim
follows.

For a choice of a path from η to s (compare Definition 13.2 (a)), let

γs :
∏
ℓ ̸=p

Zℓ(1)
tP (s),s−→
∼

πt1(P (s), {s}, η) −→ πt1(P,Σ, η)

(p = char(k)) be the composition of the induced homomorphism with the inverse of the
isomorphism of 13.5. Then γs is well-defined up to conjugation in πt1(P,Σ, η).

Proposition 13.7 We assume that P and X∨ only intersect in the smooth locus of X∨, and
that this intersection is transversal (one can assume this by a version of the Bertini Theorem
14.16 c)). Let k be separably closed and let

r : πt1(P,Σ, η) −→ Aut(V )

be the homomorphism which describes the operation on V . Then the maps

r ◦ γs ·
∏
ℓ ̸=p

Zℓ(1) → Aut (V )

are conjugate in Im(r) for s ∈ Σ.

Proof the cartesian diagram

X̃ //

f

��

HX

g

��
P � � // (PN)∨

and proper base change gives an isomorphism

V = (Rnf∗Qℓ)η
∼−→ (Rng∗Qℓ)η ,

which is compatible with the operations of π1(U, η) and π1((PN)∨ − X∨, η), via the homo-
morphism

π1(P − Σ, η) −→ π1((PN)∨ −X∨, η)

(if follows as in (B) that Rnf∗Qℓ is smooth over (PN)∨−X∨). By applying the local Lefschetz
theorem to the morphism HX ×(PN )∨ Spec (Oh(PN )∨,a0

) → Spec (Oh(PN )∨ , a0), for the generic

point a0 of X∨ (X∨ is an irreducible divisor) it follows as in 13.6 that (Rng∗Qℓ)η is tamely
ramified along X∨. Then the representation of πt1(P,Σ, η) on V factorizes over

q : πt1(P,Σ, η) −→ πt1((PN)∨, X∨, η) .
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Thus it suffices to show:

Lemma 13.8 (a) For s ∈ Σ, the morphisms qγs are conjugate in πt1((PN)∨, X∨, η).

(b) q : πt1(P,Σ, η)→ πt1((PN)∨, X∨, η) is surjective.

Proof Since X∨ ⊆ (PN)∨ ∼= PN is a hypersurface, this obviously follows from the following
result claimed in SGA 7.2, XVIII, 6

Proposition 13.8’ Let Z ↪→ Prk be a hypersurface in the projective space over an alge-
braically closed field k, where r ≥ 2. Let P ⊆ Prk be a projective line which intersects
Z transversally in its smooth locus. Let a be a geometric point of P r (P ∩ Z), and let
πt1(P, P ∩Z, a) be the quotient of π1(P r (P ∩Z), a) which corresponds to the étale coverings
of P r (P ∩ Z) which are tamely ramified at all points in P ∩ Z. Then the following holds,
if Z is sufficiently general:

(a) The canonical morphism

q : πt1(P, P ∩ Z, a)→ πt1(Prk, Z, a)

is surjective.

(b) For s ∈ P ∩ Z, the morphisms

qγs :
∏
ℓ ̸=p

Zℓ
SGA
6.1.2.1−→
γs

πt1(P, P ∩ Z, a)→
q
πt1(Prk, Z, a)

are conjugate to each other, if Z is irreducible.

Proof of Proposition 13.8’:

(a): By the commutative diagram with surjective vertical arrows

πt1(P, P ∩ Z, a)
q // πt1(Prk, Z, a)

π1(P r P ∩ Z, a) q′ //

OOOO

π1(Prk r Z, a) ,

OOOO

it suffices to show the surjectivity of the lower map q′. In SGA 7.2 XVIII, 6 the readers
are referred to a suitable Bertini theorem to be contained in a volume EGA V which never
appeared. Fortunately, it appeared in the book “Théorèmes de Bertini et Applications”
by Jean-Pierre Jouanolou (Progress in Mathematics, 1983) as the Theorem 6.3. Jouanolou
considers a subscheme in an affine space Am

k over an algebraically closed field k, but Ptk rZ
is affine and hence can be embedded in a suitable affine space.

For the surjectivity of q′ we have to show that, for every connected étale covering E of PrZ,
the pull-back of E to P r P ∩ Z is (geometrically) irreducible. Since P r P ∩ Z ↪→ Prk r Z
is a closed immersion and hence unramified, the claim follows from Jouanolou’s theorem, if
Z is sufficiently general.

(b): Let T be the subscheme of the Grassmann variety of lines in Pr which

(i) pass through a, and
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(ii) intersect Z transversally in its smooth locus.

Let η be the generic point of T , let iη : Pη → Prk ⊗ k(η) be the corresponding line, choose a
geometric point η over η, and let Dη be the corresponding line, and let 0 be the point of T
corresponding to the given line.

By SGA 1, XIII 2.8, there is a specialization morphism, depending on the choice of a path
between η and 0 in T , and therefore defined up to conjugation,

sp : πt1(Pη, Pη ∩ Z, a)→ πt1(P0, P0 ∩ Z, a)

such that the following holds:

(i) The morphism γs is obtained as the composition of the local monodromy morphism

π
ℓ ̸=p

Zℓ(1)→ πt1(Pη, Pη ∩ Z, a)

and sp.

(ii) The following diagram is commutative:

πt1(Pr, Z, a)

πt1(Pη, Pη ∩ Z, a)

55kkkkkkkkkkkkkk
πt1(P0, P0 ∩ Z, a)

iiSSSSSSSSSSSSSS

πt1(Pη, Pη ∩ Z, a)

iiSSSSSSSSSSSSSS

55kkkkkkkkkkkkkk

(iη)∗

OO

By (i) and the commutativity of (ii), it suffices to show that the local monodromy morphisms∏
ℓ ̸=p

Zℓ(1)→ πt1(Pη, Pη ∩ Z, a)

become conjugate to each other after composition with

πz1(Pη, Pη ∩ Z, a)→ πt1(Pη, Pη Z, a) .

For this we note that for every finite Galois extension K/k(η), k(η) ⊂ K ⊂ k(η), the scheme

PK := Pη ×k(η) K

is an étale covering of Pη, and that then PK r PK ∩ Z is a tame covering of Pη r Pη ∩ Z,
which gives an action of πt1(Pη, Pη ∩ Z, a) on PK ∩ Z. If K is sufficiently big, then all points
in PK ∩ Z are K-rational (note that Pη ∩ Z is étale over k(η)).

It remains to show that πt1(Pη, Pη ∩ Z, a) operates transitively on the points in PK ∩ Z.
But the acion of πt1(Pη, Pη ∩ Z, a) on Pk ∩ Z factorizes through the canonical quotient

πt1(Pη, Pη ∩ Z, a)→ π1(η, η) = Gal(k(η)/k(η)) ,

and the action of this Galois group on PK ∩ Z is the one which is compatible with the
inclusion

PK ∩ Z ↪→ Prk ×k K ,
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where the Galois group acts on the second factor. This shows that our claim is equivalent to
the fact that the scheme Dη ∩ Z only has one point (i.e., is the spectrum of a field).

If Z is described by one affine equation F = 0, and one supposes that a is the origin, then
our claim amounts to the following claim, whose proof is left to the readers:

Claim: Let k be an algebraically closed field, r ≥ 2, and F (X1, . . . , Xr) ∈ k[X1, . . . , Xr] an
irreducible polynomial. Then the polynomial

G(T ) = F (X1T, . . . , XrT ) ∈ k(X1, . . . , Xr)[T ]

is irreducible as well.

Lemma 13.9 π1(U, η) (and thus πt1(P,Σ, η)) is topologically generated by the conjugates
of all inertia groups over s ∈ Σ (where U = U ×k ks etc. . . .)

Proof Otherwise there would exist a non-trivial étale covering of P1
ks

– contradiction to
(13.1.5).

Now we consider E1,n
2 = H1(P ,Rnf∗Qℓ). There are two cases:

(1) If for one s ∈ S an inertia group operates trivially on V = (Rnf∗Qℓ)η, then, by 13.7, this
also holds for all others, for arbitrary s ∈ Σ. This implies that Rnf∗Qℓ is smooth on P and
thus constant on P , and we have E1,n

2 = H1(P,Rnf∗Qℓ) = 0 (H1(P,Qℓ) = 0).

(2) In the other case, all inertia groups Is operate non-trivially over s ∈ Σ. By the Picard-
Lefschetz formula

σx− x = χs(σ) (x, δs) δs ,

for σ ∈ Is and x ∈ V , where χs : Is → Zℓ(1) is a character and

( , ) : V × V → Qℓ(−n)

is the Poincaré-pairing on V = (Rnf∗Qℓ)η = Hn(X̃η,Qℓ), all vanishing cycles δs are non-zero
and conjugate to each other under πt1(P,Σ, η). By 13.9, the Qℓ-vector space generated by
the δs(−m),

E ⊆ V ,

is a πt1(P ,Σ, η) submodule. E corresponds to a smooth sheaf

E ⊆ j∗Rnf∗Qℓ ,

the sheaf of vanishing cycles.

From the Picard-Lefschetz formula and the exact sequences

0→ (Rnf∗Qℓ)s → (Rnf∗Qℓ)η → Qℓ(m− n)→ 0
x 7→ ⟨x, δs⟩

for all s ∈ Σ it follows that
(Rnf∗Qℓ)s

∼→ V Is = δ⊥s

for these s, and thus

(13.1.9) Rnf∗Qℓ
∼→ j∗j

∗Rnf∗Qℓ

81



Let E⊥ be the smooth sheaf in j∗Rnf∗Qℓ, which corresponds to the orthogonal complement
E⊥ of E with respect to ( , ). Again, we have two cases.

(i) One (and thus all) δs ∈ E⊥ (one can show later that this case does not occur). Then
E ⊂ E⊥ and thus G = j∗(j

∗Rnf∗Qℓ/E⊥) is constant on P : the inertia group Is always operates
trivially on V/E and hence also on V/E⊥. One has an exact sequence

(13.1.10) 0→ j∗E⊥ → j∗j
∗Rnf∗Qℓ → G → ⊕

s∈Σ
Qℓ(m− n)s → 0 ,

where j∗E⊥ is constant on P , since, for s ∈ Σ, one has an exact sequence of stalks

0→ E⊥ → V Is → V/E⊥ → Qℓ(m− n)→ 0 ,

which shows that Is operates trivially on E⊥, so that E⊥ is unramified and hence constant
by (13.1.5). If one splits (13.1.10) in two short exact sequences

0 → j∗E⊥ → Rnf∗Qℓ → H → 0
0 → H → G → ⊕

s∈Σ
Qℓ(m− n) → 0 ,

then in the cohomology this gives exact sequences

0→ E1,n
2 = H1(P,Rnf∗Qℓ)→ H1(P ,H)

⊕
s∈Σ

Qℓ(m− n)→ H1(P,H)→ 0 ,

and the claim of (c) follows, since Qℓ(m− n) is of ι-weight −2m+ 2n = d+ 1.

(ii) This is the most important and most difficult case: There is no δs in E
⊥. Then E ̸⊆ δ⊥s =

(Rnf∗Qℓ)Σ, and thus
E + (Rnf∗Qℓ)s = V ,

since δ⊥s has codimension 1 in V . Then the surjectivity of

j∗j
∗Rnf∗Qℓ → j∗(j

∗Rnf∗Qℓ/E) ,

follows, since the stalks in s ∈ Σ give surjections

(Rnf∗Qℓ)s → V/E .

Furthermore the morphism
j∗E → j∗(E/E ∩ E⊥)

is surjective: one has to show that

E ∩ δ⊥s = EIs → (E/E ∩ E⊥)Is

is surjective for all s ∈ Σ. But if we have

σx− x ∈ E ∩ E⊥ ,

for x ∈ E and σ ∈ Is, then the Picard-Lefschetz formula implies

< x, δs > δs ∈ E ∩ E⊥
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(since χ ̸= 0). If < x, δs ≯= 0, then δs ∈ E ∩E⊥, in contradiction to the assumption. Hence
we have x ∈ EIs .

From the consideration above we obtain exact sequences

0→ j∗E → Rnf∗Qℓ → F → 0 ,

0→ j∗(E ∩ E⊥)→ j∗E → j∗(E/E ∩ E⊥)→ 0 ,

with constant sheaves F = j∗(j
∗Rnf∗Qℓ/E) and j∗(E∩E⊥), and in the cohomology we obtain

exact sequences
H1(P, j∗E)→ H1(P ,Rnf∗Qℓ) = E1,n

2 → 0 ,

0→ H1(P, j∗E)→ H1(P , j∗(E/E ∩ E⊥)) .
It suffices to consider the cohomology of E/(E ∩ E⊥). For this the next theorem is essential

Theorem 13.10 For every ι : Qℓ ↪→ C, E/(E ∩ E⊥) is purely of ι-weight n.

If we show this, then the estimate follows as wanted: It follows from 8.5 that

H1(P , j∗(E/(E ∩ E⊥))

has ι-weights w ≤ n+ 2 = d+ 1, as quotient of

H1
c (U, E/(E ∩ E⊥)) .

Proof of Theorem 13.10 First we show

Lemma 13.11 E/(E ∩ E⊥)⊗Qℓ
Qℓ is an irreducible smooth Qℓ-sheaf on U .

Proof We calculate with Qℓ-coefficients and we write again E,E⊥ etc. Let W ⊂ E be a
πt1(P ,Σ, η) submodule, which is not contained in E ∩ E⊥. Then there is a w ∈ W and a δs
with (x, δs) ̸= 0. From the Picard-Lefschetz formula

σx− x = χs(σ)(x, δs)δs

for a σ ∈ Is with χs(σ) ̸= 0 we get δs ∈ W and thus E ⊂ W , since all vanishing cycles are
conjugate to each other.

13.12 By Theorem 9.3, every ι-real irreducible smooth Qℓ-sheaf is pure. By 13.11, is suffices
to show that E/(E ∩ E⊥) is ι-real over a finite extension of Fq, because then, in view of the
non-degenerate Poincaré-pairing

( , ) : E/E ∩ E⊥ × E/(E ∩ E⊥) → Qℓ(−n) ,

the ι-weight β is necessarily equal to n.

By the Lefschetz formula and proper base change, for a geometric point t over a closed point
t of U we have

Z(X̃t, T ) =
2n∏
i=0

det (1− FT | H i(X̃t,Qℓ))
(−1)i+1

=
2n∏
i=0

det (1− FT | (Rif∗ Qℓ)t)
(−1)i+1

.
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This is a product of

Zf =
∏
i̸=n

det(1− FtT |j∗Rih∗Qℓ)
(−1)i+1

det(1− FtT | (j∗Rnh∗Qℓ)/E)det(1− FtT |E ∩ E⊥)

and
Zm = det(1− Ft T | E/(E ∩ E⊥)) ,

where we set det(1− FtT | H) := det(1− FtT | Ht). We saw that all Qℓ-sheaves which can
be found in Zf are the restriction of smooth Qℓ-sheaves on P , namely the following:

Ri f∗ Qℓ (i ̸= n, n+ 1),
j∗ j

∗ Rn+1f∗ Qℓ,
j∗(j

∗ Rnf∗ Qℓ/E),
j∗(E ∩ E⊥) .

These are constant on P , hence come by pull-back from representations of Gal(Fq/Fq). For
such a sheaf K there are ℓ-adic units γ1, . . . , γr ∈ Q×ℓ (r = dimK) with

det(1− Ft T | K) =
r∏
j=1

(1− γdeg(t)j T )

for every t ∈ U (and even every t ∈ P ), since every homomorphism Gal(Fq/Fq) → Q×ℓ =
Uℓ×Z has image in the group Uℓ of ℓ-adic units. From this we see that there are ℓ-adic units

α1, . . . , αM and β1, . . . , βN in Q×ℓ , such that for all t ∈ U we have

(13.12.1) Z(X̃t, T ) =

∏
i

(1− αdeg(t)
i T )∏

j

(1− βdeg(t)
j T )

det (1− Ft T | E/(E ∩ E⊥)) .

Here we can assume that αi ̸= βj for all i, j.

By passing to a finite extension of Fq, we can assume that αmi ̸= βmj for all i, j and allm ∈ N
(the m ∈ Z with αmi = βmj for a j form an ideal (nj), which, by assumption, is not equal
to Z). The left hand side of the equation 13.12.1 is ι-real, i.e., lies in R(T ) after embedding
of the coefficient (even in Q[T ], by the proven Weil conjecture for curves). Thus it suffices

to show that the polynomials Rt(T ) =
∏
i

(1−αdeg(t)
i T ) and St(T ) =

∏
j

(1− βdeg(t)
j T ) are

ι-real for all t ∈ U0.

Lemma 13.13 If γ1 . . . , γr are ℓ-adic units in Q×ℓ , then there is a t ∈ | U | such that no

linear factor (1− γdeg(t)i T ) (i = 1, . . . , r) divides the polynomial det(1− Ft T | E/(E ∩ E⊥)).

Proof Otherwise we consider

π′1 = {σ ∈ π1(U, η) | σ has an eigenvalue γ
deg(σ)
i on E} .

Here, deg(σ) ∈ Z is the image of σ under the surjection

deg : π1(U, η) → Gal (Fq/Fq)
can→
∼

Ẑ ;
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note that for an ℓ-adic unit γ ∈ Q×ℓ the power γa is defined for every a ∈ Ẑ. Then π′1 is
closed in π1(U, η), as union of the inverse images under the maps

φi : π1(U, η) → Aut (E ⊗Qℓ)

σ 7→ (e 7→ γ
− deg(σ)
i σe)

of the closed set {α ∈ Aut(E ⊗Qℓ) | det(α− id) = 0} .

If 13.13 does not hold, then π′1 contains all geometric Frobenius elements over all t ∈| U |.
Since these generate π1(U, η) by the Čebotarev density theorem, π′1 = π1(U, η). Now we
consider inertia groups I1, . . . , Ie over

∑
such that the associated vanishing cycles δ1, . . . , δe

form a basis of E. If ϵ1, . . . , ϵe is the dual basis, then, for ϵ = ϵ1 + . . . + ϵe and σi ∈ Ii, we
have (i = 1, . . . , e)

e∏
i=1

σi ϵ =
e∏
i=1

(1 + χi(σi)) ϵ .

For an appropriate choice of the σi (since χi ̸= 0 for all i),
e
π
i=1

σi is not in π
′
1, contradiction!

Applied to β1, . . . , βN , it follows from 13.13 that there is a t ∈ U0 such that St(T ) is prime
to det(1− Ft T | E/(E ∩ E⊥)). Since St(T ) is also prime to Rt(T ), for t, the right hand side
of 13.12.1 stands in shortened representation, and thus

St(T ) =
∏
j

(1− βmj T ) ∈ Q[T ] ,

m = deg(t). By base extension to Fqm , we have St(T ) ∈ Q[T ] for all t ∈ U0. Then we also have
Rt(T ) det(1−Ft T | E/(E∩E⊥)) ∈ Q[T ] for all t ∈ U0. In particular, α1, . . . , αM are algebraic
numbers, and the application of 13.13 to the finitely many units σαi (i = 1, . . . ,M, σ ∈
Gal(Q/Q)) gives a t ∈ U0 with Rt(T ) ∈ Q[T ]. Then, as before, by base extension we have
to K(t): for all t ∈ U0, Rt(T ) ∈ Q[T ] and thus also det(1 − FtT | E/(E ∩ E1⊥)) ∈ Q[T ].
In particular, by both base extensions, the sheaf E/(E ∩ E⊥) is ι-real for every embedding
ι : Qℓ ↪→ C, which we had to show.
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14 Existence and global properties of Lefschetz pencils

The existence of Lefschetz pencils is shown with typical methods of projective algebraic
geometry (existence of “sufficiently good” hyperplane sections, their “generic” properties,
etc.). Here we consider an irreducible smooth projective variety

X
i
↪→PN = PNk (k a field) .

The hyperplanes H in PN are parametrized by the points of the dual projective space (PN)∨:
to a point (a0 : . . . : aN) in (PN)∨ one associates the hypersurface

H : a0 x0 + a1 x1 + . . . + aN xN = 0

in the projective space PN with coordinates xi. More generally, the linear subspaces L ⊂ PN
of codimension m (1 ≤ m ≤ N) correspond to the linear subspaces L′ ⊂ PN of codimension
N + 1 − m: If one writes coordinate-free PN = P(V ) for an (N + 1)-dimensional vector
space V , then L′ ⊆ (PN)∨ = P(V ∨) consists of all linear forms in the dual space V ∨, which
annihilate V .

In particular, the lines P ∼= P1 ⊆ (PN)∨ correspond to the linear subspaces A of codimension
2 in PN . The “pencil” {Ht}t∈P of the hyperplanes parametrized by P consists of the hyper-
planes, which contain the “axis” A, and A is the intersection of any two different hyperplanes
Ht, Hs.

Definition 14.1 The family {Ht}t∈P is called a Lefschetz pencil for X, if the following
conditions hold:

(a) A intersects X transversally,

(b) there exists an open, dense U ⊂ P such that the hyperplanes Ht and X intersect
transversally for all t ∈ U ,

(c) for t ∈ S = P − U , Ht and X intersect transversally except for one point, which is an
ordinary quadratic singularity of X ·Ht.

Remark 14.2 The scheme-theoretic intersection X · Ht is the projective variety, which is
defined by the equations of X and the linear equation of Ht.

First, we rephrase the conditions (b) and (c) in terms of the dual variety X∨ ⊂ (PN)∨. It
consists of all hyperplanes H in PN , which touch X in a point x: this means that H contains
the projective tangent space of x. X∨ can be obtained as follows: Let J be the defining ideal
of X and let N = (J/J2)∨ be its normal bundle. Since X is smooth, N is locally free of rank
N − n on X, n = dimX. Let P(N ) be the projective fiber bundle associated to N over X.
Then there is a closed immersion

ν : P(N ) ↪→ P(ON+1
X ) ∼= X × (PN)∨

which is described on the fiber over x ∈ X as

F 7→ (x,HF :
N∑
i=0

∂F

∂Xi

(x) ·Xi = 0) ,
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where F is a local section of J/J2. Globally one can describe ν as follows: One has an exact
sequence

0→ J/J2 d−→Ω1
PN |X → Ω1

X → 0

of coherent, locally free sheaves on X. On the other hand one has the well-known exact
sequence

0→ Ω1
PN → OPN (−1)N+1 → OPN → 0 ,

by writing “differential forms in homogeneous coordinates”. By restriction to X and duali-
sing, we obtain a surjection

OX(1)
N+1 � (J/J2)∨ = N ,

which gives the closed immersion

ν : P(N ) ↪→ P(OX(1)
N+1) ∼= P(ON+1

X ) = PNX

with the local description as stated above.

For an x ∈ X, the annihilator of TX(x) under the canonical duality between the tangent
space TPN (x) and Ω1

PN (x) is exactly (J/J2)(x). Transferred into homogeneous coordinates,
it means that a hyperplane H contains the projective tangent space of X at x if and only if
the linear form which defines H lies in (J/J2)(x), via the embedding

(J/J2)(x) ↪→ (OX(−1)N+1)(x) ∼= V ∨ .

This shows that the image of P(N ) under the projection X× (PN)∨ → (PN)∨ coincides with
the dual variety X∨. In particular, X∨ is projective and irreducible, and we have

dimX∨ ≤ dimP(N ) = n+ (N − n− 1) = N − 1 .

Lemma 14.3 The morphism φ : P(N )→ (PN)∨ is unramified at the closed point (x,H) if
and only if x is a non-degenerate quadratic singularity of X ·H. In particular, the subset U ′

of these points is open in P(N ).

Proof : later.

It may happen that the mentioned subset is empty. But we consider the Segre-embedding of
degree d

PN ↪→ PN(d)

(x0 : . . . : xN) 7→ (. . . : xα0
0 . . . xαN

N : . . .)

where αi ∈ N0 ,
∑

αi = d , also N(d) + 1 =

(
N+d

N

)
is the number of all monomial of

degree d in xi. Obviously the hyperplanes in PN(d) correspond with all hyperplanes of degree
d in PN , and we have

Lemma 14.4 For every closed point x ∈ X and every d ≥ 2 there is a hyperplane H of
degree d, which touches X in x and for which x is a ordinary quadratic singularity of X ·H.
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Proof By appropriate change of coordinates we can assume that x = (0 : . . . : 1) and that
x0/xN , . . . , xn−1/xN are local coordinates on X at x. Then the hyperplane with the equation

xd−2n Qn−1(x0, . . . , xn−1) = 0

has the required property.

Let F ′ ⊆ P(N ) be the closed complement of U ′, and let F1 be the image of F ′ in (PN)∨. By
possibly passing to an embedding of higher degree d we can assume that F1(d) ̸= X∨ for the
corresponding F1(d).

Lemma 14.5 The set

F ′′(d) = {(x, y,H) ∈ X ×X × (PN(d))∨ | x ̸= y , H touches X in x and y}

is Zariski-closed in ((X ×X)-diagonal)×PN(d), and we have

dim F ′′(d) ≤ N(d) − d for d ≥ 3.

Proof By the remarks about X∨, the closedness is obvious. For the dimension it suffices to
show that the fiber over (a, b) ∈ (X×X)r{diagonal} is at most of dimension N(d)−2−2n.
But the fiber consists exactly of all hyperplanes H, which touch X in a and b. Obviously it
suffices to show:

Claim Let L,M ⊆ PN be linear subspaces and a ∈ L, b ∈ M,a ̸= b. Let W be the vector
space of the homogeneous equations of degree d (⇒ dimW = N(d) + 1). Then the subset
∼
W of the equations f , whose zero set Hf ⊆ PN touches L in a and M in b, is a subvector
space of W , and we have

codim
∼
W ≥ dim L + dim M + 2 .

Proof Let a1, . . . , adim L or b1, . . . , bdim M be independent points of L or M , respectively
(i.e., they span no smaller subspaces). The condition on Hf is

(a) a, b ∈ Hf ,

(b) ai ∈ Ta Hf , bi ∈ Tb Hf .

These are linear conditions, in fact dim L + dim M + 2 many. We have to show that these
are linear independent. We only have to show this for L =M = PN . Without restriction, by
change of coordinates we have a = (1 : 0 : . . . : 0), b = (0 : 1 : . . . : 0). Then the conditions
for f =

∑
aν X

ν , ν = (ν0, . . . , νN), X
ν = Xν0

0 . . . XνN
N ,

∑
νi = d are:

(a) the coefficient of Xd
0 and Xd

1 is zero,

(b) ∂f/∂Xj = 0 (j = 0, . . . , N) at a and b, therefore the coefficients of Xd−1
0 Xj and X

d−1
1 Xj

are zero.

These are 2N + 2 linearly independent conditions for d ≥ 3.

Now we consider the proof of Lemma 14.3. First we recall some facts about fitting ideals
and Jacobi ideals.
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Definition 14.6 Let A be a commutative ring and let M be a finitely presented A-module.
Choose a presentation

G
α−→ F −→M −→ 0

with locally free modules F,G of finite rank and define the p-th Fitting ideal Ip(M) = IpA(M)
by

Ip(M) = Im(Λn−pG⊗ Λn−pF∨ → A) (p ≥ 0) ,

if the rank of F is equal to n (F∨ = HomA(F,A)).

The following properties follow easily from the definition.

Proposition 14.7 (a) The ideals Ip(M) are independent of the chosen presentation.

(b) If F and G are free, then Ip(M) is generated by the determinants of all (n−p)× (n−p)-
minors of (a matrix-representation of) α.

(c) If A→ B is a ringhomomorphism, then

B ⊗A A/IpA(M) −→ B/IpB(B ⊗AM)

is an isomorphism. In particular, IpA(M) is compatible with localizations on A: for a multi-
plicative subset S of A we have

IpS−1A(S
−1M) = S−1 IpA(M) .

(d) We have
I0(M) ⊂ I1(M) ⊂ I2(M) ⊂ . . . ,

and for x ∈ Spec (A) the following conditions are equivalent:

(i) Ip(M)x = Ax (i.e., x /∈ Supp (A/Ip(M))),

(ii) if Fx ∼= Anx, then Gx contains a submodule An−px , which is mapped on a direct factor of
Fx (particularly SuppA/I0(M) = Supp (M)).

The conditions holds if p ≥ dimκ(x)M(x) (where M(x) = κ(x)⊗AM).

By 14.7 (c), the definition of Fitting ideals globalizes: for a quasi-coherent, finitely presented
OX-module O on a scheme X one obtains quasi coherent ideal sheaves IpX(O) by

Γ(U, IpX(O)) = IpΓ(U,OX)(Γ(U,O))

for U ⊂ X affine and open. In particular, one defines

Definition 14.8 Let f : X → Y be a scheme-morphism of finite presentation. For p ≥ 0
the closed subscheme Jp(X/Y ) defined by IpX(Ω

1
X/Y ) is called the p-th Jacobi scheme of X

over Y .

Proposition 14.9 (a) For every base change Y ′ → Y

Jp(X ′/Y ′) −→ Jp(X/Y )×Y Y ′

is an isomorphism (where X ′ = X ×Y Y ′).
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(b) J0(X/Y ) ⊃ J1(X/Y ) ⊃ . . ., and x /∈ Jp(X/Y ) for p ≥ dimκ(x) Ω1
X/Y (x).

(c) x /∈ Jp(X/Y ) if and only if there is an open neighborhood U of x and a closed Y -
immersion U → U ′ for a smooth Y -scheme U ′ with p = dimx U ′f(x) (the dimension of the

fiber over f(x) in U ′ at x).

Proof It only remains to show (c). If U ′ exists as stated, then

dimκ(x) Ω1
U/Y (x) ≤ dimκ(x) Ω1

U ′/Y (x) = p

and thus x /∈ Jp(X/Y ) by (a) and (b). Conversely, let x /∈ Jp(X/Y ). Since the question is
local, X = Spec(B) and Y = Spec(A) are affine without restriction. Choose a presentation
of B as an A-algebra

0→ J → P → B → 0

with P = A[x1, . . . , xr]. Then

J/J2 d−→ B ⊗P Ω1
P/A −→ Ω1

B/A −→ 0

is exact and B ⊗P Ω1
P/A is free of rank r, thus

IPB (B/A) = Im(Λr−p(J/J2)⊗B Λr−p(B ⊗p Ω1
P/A)

∨ → B)

= (det(φj(dfi)) | f1, . . . , fr−p ∈ J/J2, φ1 . . . , φr−p ∈ (B ⊗p Ω1
P/A)

∨) .

Therefore we have x ∈ Jp(X/Y ) if and only if there exist f1, . . . , fr−p in J with det( ∂fi
∂xj

(x) ̸=
0, where xj runs through r − p variables among x1, . . . , xr. It follows that

U ′ = Spec (P/(f1, . . . , fr−p)) −→ Spec A

is smooth at x′ = image of x under the closed immersion

U = Spec B −→ Spec (P/(f1, . . . , fr−p)) .

Furthermore the fiber dimension of U ′ → SpecA at x is equal to p.

Now we return to hyperplane pencils. Let

Huniv ⊆ PN × (PN)∨

be the incidence relation, i.e., the closed points of Huniv are the pairs (x,H) with x ∈ H.
Huniv is defined scheme theoretically by the equation

F = F (xi, ai) =
N∑
i=0

ai xi = 0

The diagram

Huniv
� � //

f
((RR

RRR
RRR

RRR
RRR

RR
PN × (PN)∨ = (PN)(PN )∨

pr2
��

(PN)∨
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identifies Huniv with the universal family of hyperplanes - for t ∈ (PN)∨, the fiber of f at t
is the hyperplane Ht, embedded in PN via pr1. Let HX be the restriction to X, i.e., defined
by the cartesian diagram of closed immersions

HX
� � //

��

X × (PN)∨

��
Huniv

� � // PN × (PN)∨

Then the fiber over t of
g : HX −→ (PN)∨

is equal to Ht · X. Now we calculate the (n − 1)-th Jacobian variety of HX over (PN)∨
(compare SGA 7 XVII Remarque 3.1.5), where n = dimX as before.

Lemma 14.10 Jn−1(HX/(PN)∨) = P(N ) ↪→ X × (PN)∨.

Proof We have an exact sequence

i∗(pr∗1J + (F ))→ i∗ Ω1
PN×(PN )∨/(PN )∨ → Ω1

HX/(PN )∨ → 0 ,

where i : HX ↪→ PN × (PN)∨ is the closed immersion, J is the defining ideal of X in PN as
above and the middle sheaf is locally free of rank N . This shows that the defining ideal of
Jn−1(HX/(PN)∨) is locally generated by the (N −n+1)× (N −n+1)-minors of the matrix

∂fi
∂xj

,
i = 1, . . . , N − n
j = 0, . . . , N

a0 a1 . . . aN


where f1, . . . , fN−n are local generators of J . These minors generate exactly the ideal of P(N )
in X × (PN)∨ = P (OX(1)N+1), as follows from the definition of the injection

J/J2 ↪→ OX(−1)N+1

and the following elementary lemma.

Lemma 14.11 Let A be a ring and let M ↪→ AN+1 be a free submodule of rank s such
that AN+1/M is locally free. Let b0, . . . , bN be a basis of AN+1 and let a0, . . . , aN be the dual
basis. Then the kernel of the ring-epimorphism

A[a0, . . . , aN ] = Sym (AN+1)∨ −→ Sym M∨

is generated by the (m+ 1)× (m+ 1)-minors of the (s+ 1)× (N + 1)-matrices aj(mi),
i = 1, . . . , s
j = 0, . . . , N

a0 a1 . . . aN ,


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where m1, . . . ,ms is a basis of M .

Proof Obviously these minors lie in the kernel. To show that the kernel is generated by this,
by localizing on A we can assume that AN+1/M is free as well, and by base change we have
mi = bi−1 , i = 1, . . . , s without restriction. Then the considered matrix is

1
1

. . . 0
1

a0 a1 · · · as−1 as · · · aN ,


and the minors ±as, . . . , aN obviously generate the kernel.

Corollary 14.12 The morphism g : HX → (PN)∨ is smooth at y ∈ HX if and only if
y /∈ P(N ). In particular, g is smooth over (PN)∨ −X∨.

Proof Since HX and PN × (PN)∨ are both smooth over k, i : HX ↪→ PN × (PN)∨ is a regular
immersion (SGA 6 VIII 1.2) and thus g : HX → (PN)∨ a locally complete intersection (loc.
cit. 1.1), of the (relative) virtual dimension

dimκ(y) Ω
1
PN×(PN )∨/(PN )∨(y)− dimκ(y)(J

′/J ′2)(y) = N − (2N − (N + n− 1)) = n− 1

(loc. cit. 1.9), where J ′ is the ideal sheaf of the closed immersion i. But we have:

Proposition 14.13 Let f : Y → X be a local complete intersection of the virtual dimension
m. Then f is smooth at y ∈ Y if and only if y /∈ Jm(Y/X).

Proof (see SGA7 VI 5.4) By 14.9 (c), we have y ∈ Jm(Y/X) if and only if there is a
closed X-immersion i : U ↪→ U ′ into a smooth X-scheme U ′ for an open neighborhood U
of y, with dimy U ′f(y) = m. If f is smooth at y, we can take U ′ = U . Conversely, let
U = Spec B , U ′ = Spec B′ and X = Spec A be affine without restriction. The exact
sequence

0→ I → B′ → B → 0

induces an exact sequence

I/I2
d−→B ⊗B′ Ω1

B′/A → Ω1
B/A → 0 .

Since Y → X is a locally complete intersection and U ′ → X is smooth, U ↪→ U ′ is a regular
immersion (SGA 6 VIII 1.2). By the independence of the virtual dimension of the chosen
presentation we have

m = dimκ(y)B ⊗B′ Ω1
B′/A(y)− dimκ(y) I/I

2(y)

= m− dimκ(y) I/I
2(y) ,

and we get (I/I2)y = 0, thus Iy = 0 ; i.e., i at y is locally an isomorphism.

Now we come to the
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Proof of Lemma 14.3: The morphism

φ : P(N ) = Jn−1(HX/(PN)∨) → (PN)∨

is unramified at the closed point y = (x,Ht) if and only if the fiber Jn−1(Ht ·X/Spec k)→
Spec k is unramified at y. Since Ht · X is defined in X by one equation, Ht · X →
Spec k is a locally complete intersection of virtual dimension n − 1. Furthermore, since
dimκ(y) Ω

1
Ht·X/k(y) ≤ dimκ(y) Ω

1
X/k(y) = n for every y, the n-th Jacobian Jn(Ht ·X/k) = ∅.

Thus the claim follows from the general

Proposition 14.14 Let Y be a locally complete intersection of virtual dimension m over k.
Then the following is equivalent for y ∈ Jm(Y/k)r Jm+1(Y/k):

(a) Ω1
Jm(Y/k)/k(y) = 0 ,

(b) for a neighborhood U of y, Jm(Y/k) ∩ U consists only of y and is reduced (and thus
isomorph to Spec k),

(c) y is a closed point and a non-degenerate quadratic singularity of Y .

Proof The equivalence of (a) and (b) is obvious ([Mi]I 3.2). For y ∈ Jm(Y/k)r Jm+1(Y/k)
there is an open affine neighborhood U = Spec B and a closed immersion of U into a
smooth affine variety U ′ = Spec B′ of the dimension m+ 1, therefore an exact sequence

0 → I → B′ → B → 0

and an étale morphism A[x0, . . . , xm] → B′, which maps the point x0 = x1 = . . . = xm = 0
to y. Since Y is a locally complete intersection of virtual dimension m, we can assume that
I is generated by one element f ; and necessarily we have f(y) = 0.

From (b) it follows that for sufficiently small U the ∂f
∂xj

(j = 0, . . . ,m) generate the maximal

ideal my of y in B. Thus the ∂f
∂xj

also generate the maximal ideal m′y of y in B′ (and we have

an isomorphism m′y/(m
′
y)

2 ∼−→ my/m
2
y). This implies the claim by completion in m′y.

Conversely let y be closed and a non-degenerate quadratic singularity. By definition, ÔY,y ∼=
k[[x0, . . . , xm]]/(g), where g ≡ Q mod (x0, . . . , xm)

3, with a non-degenerate quadratic form

Q(x0, . . . , xm). Then the ∂g
∂xj

(j = 0, . . . ,m) generate the maximal ideal m̂y = my ÔY,y of

ÔY,y. Then we have
ImÔY,y

(Ω1
OY,y/k

) = m̂y

(where ˆ means my-adic completion). Here we used that for a noetherian ring R and an ideal
m ⊂ R one has

Ω̂1
R/k = lim

←
ν

Ω1
Rν/k (EGA IV 1 ) ,

where Rν = R/mν , and that the m-adic completion is exact on R-modules of finite type.
For the same reasons

Ip
R̂
(M̂) = IpR (M) R̂

for such a module M or
R̂/Ip

R̂
(M̂)

∼←− ̂R/IpR(M)

respectively. It follows that ImOY,y
(Ω1

OY,y/k
) = my , therefore (b).
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Now consider the embeddings X ↪→ PN , N = N0(d).

Theorem 14.15 For d ≥ 3 there exists a Lefschetz pencil {Ht}t∈P for X ↪→ PN , and the
set of the lines P ⊆ (PN)∨ for which {Ht}t∈P is a Lefschetz pencil, is open and dense in the
Grassmann variety Gr(1, (PN)∨) of the lines in (PN)∨.

Proof for n = dim X even: Let F1 = F1(d) be the closed set in X∨, over which

φ : P(N) = Jn−1(Hx/(PN)∨) � X∨ ↪→ (PN)∨

is ramified and let F2 = F2(d) be the image of the closure of the set (defined in 14.5)
F ′′(d) ⊂ X ×X × (PN)∨; F2 is closed as well. By definition we have

t /∈ F2 ⇒ Ht touches X in at most one point,

and by 14.3 we have

t ∈ X∨ − F1 ⇔ Ht ·X has only non-degenerate quadratic singularities.

Finally by construction we have

t /∈ X∨ ⇔ Ht intersects X transversally.

Hence for the properties (a) - (c) of a Lefschetz pencil we have: A hyperplane pencil {Ht}t∈P
satisfies

(a) ⇔ the axis A intersects X transversally,

(b) ⇔ P ̸⊆ X∨ ,

(c) ⇔ P ∩ (F1 ∪ F2) ̸= ∅ .
Now we showed:

dim X∨ ≤ N − 1 ,

dim F2 ≤ N − d, if d ≥ 3 (Lemma 14.5),

dim F1 ≤ N − 2, if d ≥ 2 and 2 even (Lemma 14.4)

(By Lemma 14.4, F1 ̸= X∨ for d ≥ 2, and X∨ is irreducible). Thus the claim follows from
the well-known

Proposition 14.16 Let Z ⊆ PN be a projective variety of dimension m, and let Gr(ℓ,PN)
be the Grassmann variety of the linear subspaces of dimension ℓ in PN .

(a) The subset of L ∈ Gr(N −m − 1,PN)(k) with L ∩ Z = ∅ is open, and non-empty for
Z ̸= PN .

(b) The subset of L ∈ Gr(N −m,PN)(k) with dim Z ∩ L = 0 is open and non-empty.

(c) (Bertini) If Z is smooth, then for N −m ≤ t ≤ N − 1, the set of L ∈ Gr(t,PN), which
intersect Z transversally, is open and non-empty.

Now let {Ht}t∈P be a Lefschetz pencil and let

h : HX,P −→ P

be the restriction of the universal family HX −→ (PN)∨ on P (the fiber over t is still
Ht ·X). By 14.12, h is smooth over the open dense set U = P r (P ∩X∨), while by (c), the
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fibers Ht ·X over the finitely many t ∈ Σ = P − U have exactly one singularity, and this is
ordinary quadratic.

We also have the first projection

π : HX,P −→ X .

Lemma 14.17 Via π, HX,P can be identified with the blowing up of X in the smooth,
2-codimensional subvariety A ∩X (A the axis of the Lefschetz pencil).

Proof First we note that the universal hyperplane Huniv ⊆ PN × (PN)∨ is defined inde-
pendently of the choice of coordinates: it corresponds the kernel of the canonical surjection

V ∨ ⊗ V −→ k ,

or the cokernel of the dual map
k −→ V ⊗ V ∨ ,

respectively. This shows that for dual bases {xi}, {ai} of V and V ∨ the hyperplane Huniv is
always defined by the equation

∑
ai xi = 0. Now we can choose the coordinates in a way

such that P is described by the equations a2 = . . . = aN = 0 and thus A is described by
the equation x0 = x1 = 0. Then HX,P in X × P is described by the equation

a0 x0 + a1 x1 = 0 ;

this is the known description of the blowing up of X in the subvariety A ∩X described by
the equations x0 = x1 = 0 ((a0 : a1) are coordinates of P ).

Remark 14.18 If we set X̃ = HX,P , we obtain morphisms

X
π← X̃

f→ P = P1
k

with the properties as described in Theorem 12.1.
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